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Abstract. We seek error models for shock physics simulations that are robust and understandable. The purpose of this paper is to formulate and validate a composition law to estimate errors in the solutions of composite problems in terms of the errors from simpler ones. We illustrate this idea in a simple context. This paper employs several simplifying assumptions (restriction to one spatial dimension, use of a simplified (gamma law) equation of state, and consideration of a single numerical method). In separate papers we will address the effect of these assumptions.
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1. Introduction. We have developed an approach to uncertainty quantification to numerical simulations that is based on three ideas:

1. A combined approach for forward as well as inverse propagation of uncertainty [12, 13]. This combined approach is important when the use of disparate sources of data, including data pertaining to observations of full system performance, is important.

2. Error models for numerical solution errors [9, 8, 10, 6]. For multiscale problems and complex multiphysics problems, underresolved simulations and accompanying simulation error are frequently unavoidable in practice.

3. Parameterization, comprehensibility, and validation of simulation error models [7]. This step allows testing and validation to occur in somewhat idealized situations, less complex than the full system simulations but still applicable to them.

Our principal concern here is to develop a method for determining solution errors in shock wave interaction problems having a significant degree of complexity. Our
strategy takes advantage of the fact that shock problems typically consist of smooth regions separated by discontinuities (actually narrow regions with strong solution gradients), and it consists of three main steps.

Step 1: Determine solution errors for a comprehensive set of elementary wave interactions. These are summarized as a set of input/output relations for the errors in such interactions.

Step 2: Construct wave filters that decompose a complex flow into approximately independent components consisting of elementary waves.

Step 3: Formulate a composition law that constructs the total solution error at any space-time point in terms of errors from repeated elementary interactions.

Step 1 is carried out in sections 2 and 3. Step 2 is discussed in [16]. The main idea is summarized and extended in section 3. The composition law is presented in section 4.

The results are derived by a study on errors in the solution of Riemann problems. In section 2 we study the statistical Riemann problem (SRP). The Riemann problem is a simple jump discontinuity between two hydrodynamic states in one spatial dimension; its idealized solution is called the Riemann solution, as shown in Figure 1.1 and in [3]. With the inclusion of the nonlocalized rarefaction and compression waves in our discussion, the Riemann solution becomes an approximate model to the true interaction of these waves and in fact represents the leading asymptotes for the large time solution. We are specifically interested in states describing two incoming waves. In this sense we specialize the Riemann problem to a scattering problem or S-matrix problem [11]. But we study this S-matrix scattering problem from a statistical point of view. The SRP maps a given distribution of input wave strengths (to parameterize the two incoming waves about to interact) to an output distribution of wave strengths and speeds, and can be viewed as a nonlinear map from input data to output data. With our S-matrix emphasis, the input state data consists of one starting state (three parameters) and two wave strengths. The output data consists of the same starting state and three wave strength parameters. Thus the S-matrix Riemann problem is a map from $\mathbb{R}^2$ to $\mathbb{R}^3$ depending parametrically on $\theta \in \mathbb{R}^3$. Our first objective is to analyze this problem statistically.

Our approach to numerical solution errors is motivated by needs of uncertainty quantification. Specifically the Bayesian likelihood is (up to normalization) a proba-
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Probability, which specifies probability of occurrence of an error of any given size. Unlike other authors [15, 2, 17, 5], who usually use observational errors or expert opinions to form the probability model for the likelihood, our approach is to use solution error models for the likelihood, which provides more scientific basis. The authors are not aware of comparable error analysis studies, but, of course, numerical simulation errors have been long studied from different points of view. The method of a posteriori analysis aims to construct an upper bound on the solution error, either theoretically validated or based on numerical experiments [1, 19, 18, 4]. This method has been difficult to apply to nonlinear hyperbolic systems and in any case does not answer the questions addressed here. The method of asymptotic analysis of numerical solution errors is so old and well established that it is difficult to cite its origins [20]. We are primarily interested in errors in a preasymptotic range, so while these methods provide a theoretical framework which is valuable to our analysis, they do not provide the detailed estimates which we require. In any case our use of wave filters to diagnosis error leads to more precise measures of error than is normally considered in the asymptotic analysis.

In section 3 we study the statistical numerical Riemann problem (SNRP). This differs from the SRP in that incoming shock waves, specified numerically, have finite width determined from numerical as well as physical considerations. We note that incoming rarefaction and compression waves have physical time-dependent widths. It also differs in that the numerical algorithm that solves the Riemann problem creates (as well as propagates) errors. We will show that, to fairly good accuracy, one can model the errors in the outgoing waves as affine linear, i.e., constant plus linear (or perhaps bilinear) statistical expressions in the strength of the incoming waves. The coefficients in these linear expressions depend parametrically on the incoming waves, here taken as defined by a base case characteristic of the ensemble as a whole.

Simulation errors typically consist of

- position errors in the location of the traveling wave discontinuities or sharp solution gradients;
- wave width errors in the numerical versus the physical width of the traveling waves;
- solution state errors in the smooth regions bordering the regions with discontinuities or sharp solution gradients.

Any or all of these errors may arise in the input data to the Riemann problem. Output errors, however, have two sources. Those arising from inaccuracies in the solution algorithm are called created errors, while those that can be ascribed directly to input error or uncertainty are called transmitted errors or transmitted uncertainty.

In section 4 we study the composition of these Riemann problems. We introduce a complex one-dimensional shock wave interaction problem, generated by a shock wave interacting with a contact in the vicinity of a wall. Multiple reflections between the wall and contact generate a large number of Riemann problems, which comprise the major features of this problem. The errors can be computed in two ways. First, we compute the errors directly by statistical analysis of the data for complex, multi-interaction simulations, comparing fine and coarse grid simulations. Second, we propose and implement a multipath integral formula for combining the errors created by and propagated through the individual Riemann problems and thereby predict the errors in the composite (complex) simulation. The comparison of errors for the complex, multi-interaction problem, thus determined in two ways, provides validation for our proposed composition law for errors and is the main result of this paper.
2. The statistical Riemann problem. The main result of this section, perhaps a bit surprising, is that a linear input-output model will serve to describe the manifestly nonlinear problem of the interaction of strong hydrodynamic waves.

In this section, the numerical integrator (solution operator) is considered as exact and acts to propagate error (or uncertainty) in the input to error (or uncertainty) in the output. The output errors can be represented conceptually as a multinomial in powers of the strengths of the waves that are interacting. We characterize the statistics of the error as Gaussian, and thus it is determined by its mean and covariance. For weak waves these quantities, as a description of the input, are transformed via the solution operator Jacobean to the mean and covariance of the output. We are more interested in strong waves but find that a linear description of the solution operator still provides a useful description of the input to output transformed error statistics.

2.1. A multinomial expansion for the SRP output. The SRP has two incoming waves. Each may be one of the following: contact, shock, rarefaction, compression. Of course for incoming rarefaction and compression waves, the initial value problem for the interaction is not self-similar and thus does not strictly define a Riemann problem. In such cases we model the interaction using the Riemann problem with data given by the states behind the rarefaction of compression wave. For the pairwise interactions, we distinguish (for shock interactions with other shocks, with rarefactions, and with compression waves) whether the two interacting waves are of the same (left moving versus right moving) family or opposite families. For a contact wave, we specify the direction of the density change (step up or down) as seen from the side of the approaching wave. Thus there are a total of 14 elementary cases for the incoming waves. Rarefactions and compression waves interact only when they belong to opposite families, while two contacts never interact. Each case has associated with it a wave amplitude of a specific sign, so that there is no loss of generality in assuming that the signs are chosen so that the amplitudes are nonnegative. Fixing one case, we specify a starting state for the incoming waves and a base case for the (strong) wave strengths. Then we consider variation about this base case by ±1%, ±10%, and ±50% in the density ratio (for contacts) or pressure (for all other waves). Within this formulation, we can describe the output wave strengths by an expression linear in the two input wave strengths, with a possible additional bilinear term, i.e., linear in the product of the input wave strengths. The linear and bilinear coefficients in this representation depend parametrically on the starting state.

The range of validity of such a bilinearization will depend on details in the problem formulation. Perhaps the most important of these is the choice of variables for the description of the wave strengths. We choose dimensionless variables to measure these strengths, a modified Atwood number $A = (\rho_2 - \rho_1)/(\rho_0^2 + \rho_0^1)$ to measure the contact strengths, and a similar expression built out of the pressures, $P = (P_2 - P_1)/(P_0^2 + P_0^1)$, for the other wave types. Here the quantities $\rho_0^i$ and $P_0^i$ denote densities and pressures from the base case associated with the ensemble. Of course the SRP, being fully nonlinear, will require an infinite Taylor's series for its complete description. Depending on the size of the statistical study, all terms in the series expansion will be observable. For a given finite sample size, one can ask whether certain coefficients in the expansion can be set to zero, in the sense that the observed nonzero value could result from the finite sample size. For each term we can introduce a hypothesis that the true expansion is missing this term (has a coefficient of zero) and assign a probability (p-value) to this hypothesis. On this basis we find that many terms are required to describe the statistics, and more would be needed if the sample size were larger.
However, this statistical test misses the point and the value of a simple model. We want to capture the main effects and regard the remainder not as a statistical sampling error but as a modeling error. Thus we consider an expansion with more terms than we ultimately want and discard terms with small coefficients even if the associated p-value is not near 1. For input wave strengths \( w^i_1, w^i_2 \) (in) and output wave strengths \( w^o_1, w^o_2, w^o_3 \) (out) (ordered from left to right), the expansion is defined by its coefficients \( \alpha_{k,J} \) for \( J = (j_1, j_2) \). The expansion has the form

\[
\omega^o_k = \sum_J \alpha_{k,J} w^{i,J},
\]

where \( w^{i,J} = (w^i_1)^{j_1}(w^i_2)^{j_2} \). The coefficients \( \alpha_{k,J} \) depend parametrically on the base case Riemann problem, about which a specified variation is allowed. Given a statistical ensemble of input and output values \( w^i \) and \( w^o \), we use a least squares algorithm to determine the best fitting model parameters \( \alpha_{k,J} \) for any given polynomial order of model. We use (2.1) variationally, that is, to map input variation (about the base case for the ensemble) to output variability. In other words, (2.1), which is a formula for wave strengths, implies a similar formula with different but computable coefficients \( \alpha_{k,J} \), in which all \( \omega \)'s are defined as variations from the base case, so that they represent uncertainty or error. For simplicity we consider the case of a linear input-output relation, \( \omega^o_k = \alpha_{k,0} + \sum_j \alpha_{k,j} \omega^{i,j} \). If we denote the base case with an overbar, i.e., \( \overline{\omega} \) and \( \overline{\omega}^{i,j} \), then the fluctuation \( \delta \omega^o_k = \omega^o_k - \overline{\omega}^o_k \) satisfies \( \delta \omega^o_k = \sum_j \alpha_{k,j} \delta \omega^{i,j} \).

2.2. Evaluation of the expansion coefficients. The main point of this section is to give numerical values to the expansion coefficients for the output wave strengths of the SRP. We also find that for many cases, the linear model is sufficient for scientific accuracy, while the case of large variability will likely require additional expansion terms. Here we find that bilinear terms are sufficient for large variability.

We consider as a typical Riemann problem, the wave interaction of a shock wave moving (to the right) into a contact (density increase, or step up case). This wave interaction initiates the complex series of interactions studied in section 4. The base case shock strength is given with a pressure ratio 1337 (\( P = 0.999 \)) and contact density ratio 10 (\( A = 0.82 \)). The equation of state is a gamma law gas, with \( \gamma = 1.67 \).

Typical results are presented in Table 2.1 (variation of the polynomial order of the model) and Table 2.2 (variation of the strength of the input waves). To read these tables, we note that the first (\( w^o_1 \)) row of Table 2.1 (labeled in the table as \( w^o_1 \) (sonic)) lists coefficients \( \alpha_{1,J} \) for \( J = (0,0), J = (1,0), \) etc. These coefficients are determined by a least squares algorithm, that minimizes the expected, or mean error over the ensemble, in comparing the linear (or bilinear, or quadratic) predictions to the exact solution of the Riemann problem. The mean is taken over the statistical ensemble. The last two columns describe errors in model (2.1). The column labeled \( L_\infty \) is the maximum of the absolute value, over the ensemble, of the relative error, expressed in percent. It is thus a pointwise error estimate. The maximum is computed using a sample size of 200, and it may be sensitive to the choice of ensemble. The relative error is defined as \( (\text{predicted-exact})/\text{exact} \) where exact is the result of the (exact) Riemann solution and predicted is the value given by the finite polynomial (linear, etc.) model. The column STD is the standard deviation of \( (\text{predicted-exact}) \). From the small values of these errors for the linear model, as seen in Table 2.1, we conclude that the linear model is adequate for many purposes. The \( 4 \times 3 \) bilinear subblock of the quadratic model is nearly identical to the bilinear model, and the
Table 2.1

The shock-contact (step up) interaction. Expansion coefficients for output wave strengths for input variation ±10%. Comparison of linear, bilinear, and full quadratic models for the output variables $w_i^c$.

<table>
<thead>
<tr>
<th>Variable \ Coef</th>
<th>Const</th>
<th>$w_1^c$</th>
<th>$w_2^c$</th>
<th>$w_1^c w_2^c$</th>
<th>$(w_1^c)^2$</th>
<th>$(w_2^c)^2$</th>
<th>Error L∞</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear response model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_1^c$ (l. sonic)</td>
<td>−0.206</td>
<td>0.452</td>
<td>0.252</td>
<td>0.000</td>
<td>0.55%</td>
<td>0.0008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_2^c$ (contact)</td>
<td>−0.042</td>
<td>0.000</td>
<td>0.911</td>
<td>0.000</td>
<td>0.01%</td>
<td>0.00004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_3^c$ (r. sonic)</td>
<td>−0.285</td>
<td>1.001</td>
<td>0.347</td>
<td>0.35%</td>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bilinear response model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_1^c$ (l. sonic)</td>
<td>0.011</td>
<td>0.234</td>
<td>−0.015</td>
<td>0.267</td>
<td>0.16%</td>
<td>0.0003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_2^c$ (contact)</td>
<td>−0.043</td>
<td>0.000</td>
<td>0.912</td>
<td>−0.001</td>
<td>0.01%</td>
<td>0.00004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_3^c$ (r. sonic)</td>
<td>0.015</td>
<td>0.701</td>
<td>−0.020</td>
<td>0.368</td>
<td>0.10%</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic response model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_1^c$ (l. sonic)</td>
<td>−0.090</td>
<td>0.245</td>
<td>0.222</td>
<td>0.253</td>
<td>0.000</td>
<td>−0.136</td>
<td>0.01%</td>
<td>0.0002</td>
</tr>
<tr>
<td>$w_2^c$ (contact)</td>
<td>−0.030</td>
<td>0.001</td>
<td>0.881</td>
<td>0.000</td>
<td>0.018</td>
<td>0.0000%</td>
<td>1.1E-6</td>
<td></td>
</tr>
<tr>
<td>$w_3^c$ (r. sonic)</td>
<td>−0.125</td>
<td>0.715</td>
<td>0.305</td>
<td>0.349</td>
<td>0.001</td>
<td>−0.187</td>
<td>0.02%</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

Two pure quadratic columns of the quadratic model are small, indicating that the quadratic model is basically a correction to the bilinear model. However, the $3 \times 3$ linear subblock of the bilinear model is not a good approximation to the corresponding values of the linear model. Moreover, in this case the size of the pure bilinear terms in the model is large relative to the decrease in error achieved by use of the bilinear model relative to the linear one. Thus we conclude that the bilinear model contains a substantial amount of cancellation between its terms, and in general the linear model may be more satisfactory. All three models in Table 2.1 show an approximate diagonal, identity matrix structure for the $2 \times 2$ subsystem formed by the right sonic and contact waves, as would be expected from a linear (small amplitude) theory. Observe that the approximate validity of a linear model has implications for the statistics, as linear transformations map Gaussian statistics into Gaussian statistics.

Table 2.2

The shock-contact (step up) interaction. Expansion coefficients for output wave strengths. Comparison of input variation (±1%, ±10%, ±50%). The linear model is used for the first two cases, while the bilinear model is required for the largest variation.

<table>
<thead>
<tr>
<th>Variable \ Coef</th>
<th>Const</th>
<th>$w_1^c$</th>
<th>$w_2^c$</th>
<th>$w_1^c w_2^c$</th>
<th>Error L∞</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear response model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_1^c$ (l. sonic)</td>
<td>−0.207</td>
<td>0.453</td>
<td>0.252</td>
<td>0.55%</td>
<td>8.0E-6</td>
<td></td>
</tr>
<tr>
<td>$w_2^c$ (contact)</td>
<td>−0.042</td>
<td>0.000</td>
<td>0.911</td>
<td>0.000</td>
<td>3.6E-7</td>
<td></td>
</tr>
<tr>
<td>$w_3^c$ (r. sonic)</td>
<td>−0.285</td>
<td>1.002</td>
<td>0.347</td>
<td>0.01%</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>Bilinear response model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_1^c$ (l. sonic)</td>
<td>−0.206</td>
<td>0.452</td>
<td>0.252</td>
<td>0.55%</td>
<td>0.0008</td>
<td></td>
</tr>
<tr>
<td>$w_2^c$ (contact)</td>
<td>−0.042</td>
<td>0.000</td>
<td>0.911</td>
<td>0.01%</td>
<td>0.0004</td>
<td></td>
</tr>
<tr>
<td>$w_3^c$ (r. sonic)</td>
<td>−0.285</td>
<td>1.001</td>
<td>0.347</td>
<td>0.35%</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>Quadratic response model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_1^c$ (l. sonic)</td>
<td>0.013</td>
<td>0.216</td>
<td>−0.016</td>
<td>0.200</td>
<td>4.15%</td>
<td>0.008</td>
</tr>
<tr>
<td>$w_2^c$ (contact)</td>
<td>−0.041</td>
<td>0.002</td>
<td>0.911</td>
<td>−0.001</td>
<td>0.89%</td>
<td>0.001</td>
</tr>
<tr>
<td>$w_3^c$ (r. sonic)</td>
<td>0.017</td>
<td>0.676</td>
<td>−0.022</td>
<td>0.005</td>
<td>4.15%</td>
<td>0.116</td>
</tr>
</tbody>
</table>
From Table 2.2 we see that the model coefficients show only a slight sensitivity to the magnitude of fluctuation of the input variables. The small (1% and 10%) fluctuation models have coefficients computable from linear theory, but these coefficients do not define the best coefficients for the larger fluctuation models. The linear model is not acceptable for the larger (50%) variation, so we use the bilinear model in that case. Surprisingly, the errors for the quadratic model with 50% variation are somewhat higher than for the bilinear. The least squares algorithm used to define the model coefficients does not optimize them relative to the sup norm errors reported in the tables.

In Table 2.3 we consider the shock crossing-shock case. The two waves are of opposite families, and each has Mach number 53. This case is also the second (in time) Riemann problem to occur within the complex problem studied in section 4 as the shock reflection from a wall.

2.3. Variance. Here we introduce the important issue of the correlation among the output waves. In essence our analysis will proceed by ignoring this correlation. Having done so, we determine the variance of the output waves as a function of the input distributions. The formulas are first generally applicable and then specialized to our specific situation, including the assumption of a linear input-output model, in which case they are standard.

The Riemann solution $w^o = W^o(w^i)$ defines a mapping from the input to the output statistics. The approximate mapping (2.1) defines an easily computable approximation to this transformation of statistics. Thus for a given probability distribution $d\nu^o(w^i)$ defined on the input variables and supported in a domain $D_i$ of input variables, the output variables lie in a domain $D_o$, and on this domain the probability measure for the output variables is

$$d\nu^o(w^o) = \frac{d\nu^o(W^o)}{d\nu^o(w^i)} d\nu^i(w^i).$$

From the above formulas, we see an immediate problem. The three output variables, defined as a function of the two input variables, cannot be statistically independent. They lie in a two-dimensional subdomain, $D_o$, of the three-dimensional space of output wave parameters. However, these waves separate and to a large extent carry out separate roles in the composite wave interaction problem studied in section 4. Thus we want to generate independent statistical descriptions of each of the output waves. This step, of ignoring the correlations in the statistics of the outgoing waves, assumes that the successive interactions give rise to a decorrelation of the solution from its dependence on the earlier interactions. In a strict sense this assumption is not correct, but we believe it will give a reasonably accurate description of the final composite statistics. The validity of this assumption will be tested in the comparison given in section 4, where composition of errors from interacting Riemann problems are considered.

We next deal with the assumptions of input independence and output variance in a quantitative manner. We write the domain $D_o$,

$$D_o \subseteq D^i_o \times D^2_o \times D^3_o,$$
as a subset of its projections $D^k_o$ on the three output wave strength coordinate axes. The marginal distribution is the projection of the three-dimensional measure $d\nu^o$ achieved through its integration over the two neglected variables. Assuming sufficient regularity, the marginal distribution can be written as

$$d\nu^o_k(w^o_k) = \frac{d\nu^o_k}{dw^o_k}dw^o_k = \int_{D^o(w^o_k, w^o_k + dw^o_k)} d\nu^o(w^o),$$

where

$$D^o(w^o_k, w^o_k') = D^o \cap R^2 \times [w^o_k, w^o_k'].$$

Let us suppose that the distribution of the incoming waves $d\nu^i$ is absolutely continuous and that it is a product of the individual measures on the incoming waves. (Thus the incoming waves are assumed to be statistically uncorrelated. Note that they are also output waves of other (but distinct) Riemann problems.) In this case,

$$d\nu^i = f^i_1(w^i_1)f^i_2(w^i_2)dw^i_1dw^i_2$$

for pdfs $f^i_k$. It is convenient to introduce the cumulative distribution function $F^i$ so that

$$d\nu^i = dF^i = f^i_1(w^i_1)f^i_2(w^i_2)dw^i_1dw^i_2$$

and the marginal cumulative distribution functions $F^o_j$ for which

$$F^o_j(w^o_j) = \int_{\{W^o_j(w^i_1, w^i_2) < w^o_j\}} dF^i = \int_{\{W^o_j(w^i_1, w^i_2) < w^o_j\}} f^i_1(w^i_1)f^i_2(w^i_2)dw^i_1dw^i_2. \tag{2.7}$$

We note that

$$f^o_j(w^o_j) = \frac{dF^o_j(w^o_j)}{dw^o_j}. \tag{2.9}$$

Next we assume a linear model

$$w^o_j = \alpha_j + \sum_{k=1}^2 \beta^o_{jk}w^i_k \tag{2.10}$$

for the SRP. We can now compute the marginal cumulative distribution functions explicitly in terms of the coefficients for the linear model for the SRP,

$$F^o_j(w^o_j) = \int_{-\infty}^{\infty} \int_{-\infty}^{(w^o_j - \alpha_j - \beta^o_{j2}w^i_k)/\beta^o_{j1}} f^i_1(w^i_1) f^i_2(w^i_2)dw^i_1dw^i_2, \tag{2.11}$$

$$f^o_j(w^o_j) = \int_{-\infty}^{\infty} \frac{1}{\beta^o_{j2}} f^i_1((w^o_j - \alpha_j - \beta^o_{j2}w^i_k)/\beta^o_{j1}) f^i_2(w^i_2)dw^i_2. \tag{2.12}$$

Assuming statistical independence of the $w^i_k$ as above, a simple calculation shows that

$$\text{Var } w^o_j = \sum_{k=1}^2 (\beta^o_{jk})^2 \text{Var } w^i_k. \tag{2.13}$$

Using (2.13) and information such as that tabulated in Tables 2.1 and 2.2 to generate the $\beta$'s, we can predict the propagation of uncertainty through a series of wave interactions; see section 4.
3. The statistical numerical Riemann problem. The SNRP has a new feature beyond those of the SRP studied in section 2. It introduces errors (modeled as random) in addition to propagating errors or uncertainty from input to output. The waves in the SNRP have a finite width, and the solution algorithm in the SNRP has only finite accuracy. Because of the possible finite width to the input waves, the problem and its solution are not strictly scale invariant, and so we consider a generalization of the Riemann problem.

3.1. The wave filter. We introduce diagnostic windows, which measure the solution state in one of the constant regions between the waves as well as wave filters, that diagnose the wave type (only regions with a single wave pass through the filter). In doing so, we first summarize and then extend the results of [16]. The moving window in the wave filter has an initial width of 5 cells for shock and rarefaction waves and 11 cells for contacts. The choice of these parameters appears to be suitable for most higher-order Godunov schemes. In this window, a Riemann problem is solved using the extreme left and right states as input. The Riemann solution has three outgoing waves, whose strength is assessed dimensionlessly as in section 2 in terms of density and pressure differences and ratios. According to these strengths and a suitable cutoff for the strength, we identify from zero to three of the waves as strong, and only the case of a single strong wave is analyzed further. If adjacent or overlapping windows show a single identical wave, the windows are merged, so that the full width of the wave will be brought into a single window. This merging of adjacent or overlapping windows of increasing size continues recursively until the same wave type fails to show up in the adjacent windows. Wave profiles are reconstructed using fitting functions of the form

\[
\rho(x, t) = \rho_- + \frac{\rho_- - \rho_+}{2} \left( f \left( \frac{x - x_c(t)}{\sqrt{2} \sigma} \right) + 1 \right),
\]

where \( \rho_\pm \) refer to the asymptotic values for density ahead or behind the wave, \( x_c(t) \) is the moving center of the wave, and \( 2\sigma \) is a measure of the wave width. The fitting function \( f(x) \) is either the erf function

\[
f(x) = \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt
\]

for contact or shock waves, or a linear ramp

\[
f(x) = \begin{cases} 
-1, & x < -1, \\
-1 < x < 1, & x \in \mathbb{R}, \\
1, & 1 < x,
\end{cases}
\]

for rarefactions and compressions. The four fitting parameters are determined by solving the nonlinear least squares problem for the data in the interval found by the Riemann problem filter described above. States identified as within an active region for a single shock or contact wave by the filter are fit to an error function, which allows determination of the location of the wave (with subgrid accuracy, up to \( \mathcal{O}(\Delta x^2) \)), and its width; see Figure 3.1 (left). For single rarefaction or compression waves, the waves are fit to a straight line segment, linear in the characteristic speed variable. Thus the region of constant and variable states are fit to three straight line segments, the two extreme ones being constants; see Figure 3.1 (right). The width for a shock or contact wave is defined in terms of the error function fit to the shock or contact wave
Fig. 3.1. Schematic diagram illustrating the operation of a wave filter. Left: computational data (squares) are fit to an error function. The error function depends on four parameters: a position, a width, and two asymptotic values. These determine the wave position, width and height, with subgrid accuracy. Right: a piecewise linear construction is fit to the rarefaction or compression wave data.

profile. Let $\sigma$ be the standard deviation that enters into the definition of the error function. Then the width (in units of $\Delta x$) is the distance needed for a $2\sigma$ transition (between 2.3% and 97.7%) of the jump in the density (for a contact wave) or in the pressure (for a shock wave). The width of a rarefaction or compression wave is defined as the distance between the edges of the central linear piece for its piecewise linear description. The position is defined, with subgrid accuracy, as the position of the mean value, at a point half way through the jump. In this way we record the left and right states, wave position (and hence speed), and wave width. These quantities are not independent, as the speeds and jumps are connected by the Rankine–Hugoniot jump relations. They are sufficient to fully characterize the numerical incoming waves. The location where the linear fit attains the far field state is marked as the edge of the wave, and its width is the distance between its two edges. Finally, the filter regards any shock-like wave that is “too wide” in mesh units to be a compression wave.

The wave filter is the fundamental diagnostic tool that identifies individual waves, here within the solution of a numerical Riemann problem and in section 4 within the solution of a complex wave interaction problem. We note immediately a limitation of the methodology, at least as presently developed. The definition of the wave filters assumes that the individual waves in the Riemann problem have separated. For sufficiently coarse grids in the wave interaction problem of section 4, the waves will enter into new interactions before clearly separating as they leave an earlier interaction. A second and related limitation concerns the relaxation of the left and right states at the edge of a wave to their far field values, an issue studied in section 3.2. If a subsequent interaction occurs before this relaxation is complete, the associated errors will be “frozen” into the input and output of this later interaction. We will assess this issue in section 4.

A statistical distribution of numerical incoming waves and starting states determines the SNRP. Its solution gives the output waves, each of which generates the same type of data. Thus we define the SNRP as a statistical (nondeterministic) mapping from a statistical input wave description to a statistical output wave description.

The statistics of the SNRP mapping function arise from grid errors and from the random placement of a traveling wave relative to the centers of the finite difference
lattice. Our first objective in this section is to compare and contrast the SRP and the SNRP. Our second objective is to build up a library of statistical input-output relations that will include all Riemann problems to be encountered in section 4. This library will be used to predict results for the multiwave error and uncertainty analysis based on a multipath scattering formula.

3.2. The isolated wave. We start with the analysis of the ensemble averaged mean width of a single (noninteracting) wave. Figure 3.2 (left) shows the expected narrow and time-independent ($\sim 2\Delta x$) shock width. Among the several factors contributing to wave strength and speed errors, we mention the finite accuracy of the Riemann solution root solver, or some approximate Riemann solver, used in the numerical scheme, and the numerical (finite difference) nature of the solution. The latter arises in two ways: the relaxation to a constant ambient state and the finite rate of convergence under mesh refinement, both applicable on the postshock or upstream side of the shock wave. The equivalence of these two effects can be seen from the self-similar nature of the Riemann solution, which implies that the fixed mesh, large time limit, with evaluation of the ambient state at a large separation from the traveling wave, is equivalent to a fixed separation at a fixed time, considered as a mesh refinement problem.

According to the theory of traveling waves for the viscous Riemann problem [21], considered as a model for numerically generated traveling waves, we expect an exponential approach of the numerical shock profile to its limiting values at $x = \pm \infty$. Depending on the numerical scheme, moreover, this approach may be oscillatory. For higher-order flux or slope limited methods there is a trade-off between the oscillations and the wave width, as the oscillations are reduced through increase of the first order (diffusive) aspect of the algorithm, while the wave width is reduced through
Fig. 3.3. Ensemble mean contact width for isolated noninteracting waves. Because the width is entirely grid related, we record width in units of $\Delta x$ and time in units of the number of time steps. The standard deviations are also plotted, and so are the points to the extreme left in each frame. Left (step down): we observe an increase from 2 cells to 30 over $10^4$ steps and an asymptotic growth rate $c_c t^{1/3}$, where $c_c \sim 1$ depends on the flow Mach number. The straight line in the left frame is the asymptote to the contact width, with slope 3. Right (step up): we observe a bound on the contact width. 

decrease in this diffusiveness. The error occurs on the upwind side of the shock, while the downwind states converge identically to their far field values within a few mesh blocks. See Figure 3.2 (right). We measure the local extrema in the error dimensionlessly as $e_{\text{max}} = |(\rho - \rho_\infty)/\rho_\infty|$, where $\rho_\infty$ is the far field density. Then we model $e_{\text{max}}(n\Delta x) = c \exp(-\lambda n)$, where $n$ is the distance from the shock front in mesh units. We find $\lambda = 1.0 \times 10^{-2}$ and $c = 2.4 \times 10^{-4}$ in the present case. The first extremum is a local maximum, occurring about $4\Delta x$ from the center of the shock front. The details of the shock error behavior will be sensitive to the numerical method. We expect (but have not established) that the general form of the error, as it is derived from a mathematical theory, should be somewhat universal.

Figure 3.3 (left) shows the larger contact width $w_c \sim c_c t^{1/3}$ growing from 2 to 30 cells with a rate asymptotically proportional to $t^{1/3}$. Similar asymptotics have been observed by Harten [14] for an ENO scheme. The rate $t^{1/3}$ results from the second order accuracy of the method used here. The coefficient $c_c$ of the growth law is sensitive to the ambient Mach number $M$ of the flow, and more specifically to a transport CFL number $\theta = |v|/|v| + c| = M/(M + 1)$, assuming that the algorithm has a time step set by the CFL limit $\Delta t = \Delta x/|v| + c|$. Here $c = \max\{c_l, c_r\}$ is the maximum of the left and right state sound speeds $c_l$ and $c_r$, respectively, and $v$ is the fluid velocity. The contact advances a fraction $\theta$ of one mesh cell in a single time step. For $\theta = 0$ or $\theta = 1$, the contact does not move in its relative position to the grid lines and $c_c = 0.0$. This value is applicable for a very narrow range of theta. For most of the range of $\theta$, the numerical diffusion is sensitive to the direction of mixing. For $\theta < 0.5$ and the flow from high density to low, the numerical mixing is that of heavy fluid into light. We call this the step down problem. For the step down problem, shown in Figure 3.3 (left), and for most $\theta$ values, we find $c_c \sim 1$, 
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The reverse, called the step up problem, flows from light to heavy fluid. It mixes small amounts of light fluid into heavy fluid, an effect less noticeable in terms of the diffusion width, especially for large density contrasts. For a step up flow we find \( w_c \sim \min\{5, ct^{1/3}\} \); see Figure 3.3. As a partial explanation of this difference between the step down and the step up problems, we note that the spreading is primarily associated with the up-stream side of the contact and that continued spreading (the \( t^{1/3} \) asymptotics) depends on the up-stream flow being subsonic. The higher sound speed in the light fluid gives a supersonic up-stream state for the step up problem but not for the step down problem for the flow parameters considered here. These properties appear to be sensitive to the details of the numerical algorithm and specifically to the form of the limiter employed. We have used a MUSCL algorithm. The degree of recalibration of the model as presented here, needed for other solvers, is an important question, out of the scope of this study.

For some aspects of the solution error, the probabilistic error formalism is more general than is required. When the standard deviation of the error is much smaller than the mean error (when the coefficient of variation, their ratio, is close to zero), then the error is essentially deterministic, and the probabilistic formulation is unnecessary. The standard deviation of the width, shown to the right in each frame of Figure 3.3, is significantly smaller than the mean width, indicating that the wave width is essentially a deterministic feature of the numerical solution. The wave position errors have a statistical aspect, especially in their transient behavior.

3.3. Interactions with contact waves. We observe an increase in the contact width during the numerical shock-contact interaction process. In Figure 3.4 (left), we show the time development of the widths of the two incoming waves and the three outgoing waves for the shock-contact (step up) interaction. This interaction occurs early in the development of the contact. In Figure 3.4 (right) we show the

---

Fig. 3.4. Ensemble mean shock and contact widths before and after a shock-contact (step up) interaction and standard deviations. Left: interaction with a narrow contact (from early time). Right: interaction with a wide contact, as would occur for an interaction later in a simulation.
same interaction but with a contact having a larger initial width, representative of a contact-shock interaction occurring late in a simulation. From this figure we see that while the transient contact width is sensitive to the input wave width, the large time asymptotic contact width is not.

We next study wave strength, speed, and position errors after a wave interaction. Note that the SNRP errors considered so far have no counterpart in the SRP.

We represent the wave properties as a quadruple 

\[ w_a^k = (\omega_a^k, \lambda_a^k, s_a^k, p_a^k), \]

where \( \omega \), as in section 2, is a wave strength, \( \lambda \) is a wave width, \( s \) is a wave speed error, and \( p \) is a position error. Also \( a = i \) for input and \( a = o \) for output. The units for wave strengths \( A \) and \( P \), as in section 2, are dimensionless. We measure the wave widths in units of mesh spacing, with the contacts having either a \( t^{1/3} \) or bounded time dependence. Thus we interpret \( \lambda_i^k \) as the input contact wave width in mesh units at the time of interaction (no time dependence) and \( \lambda_o^{2t^{1/3}} \) or \( \lambda_o^{t^{1/3}} \) as the output contact wave width, also in grid units, depending on the up-stream Mach number. Here \( t \) is the elapsed time since the interaction, expressed in time step units. Because the shock width is deterministic and time-independent, it is not needed as an input or an output variable. The wave speed errors \( s \) are specified dimensionlessly as a ratio (through division of the error by the exact speed value). The speed error \( s \) occurs only as an output variable. This error refers to a far field value, after the waves are well separated. This large time asymptotic speed error is very small and will not be considered further. Near field state errors are given by an oscillatory decaying exponential, approaching the far field value. The exponent, or decay rate, characterizes this approach in a simple overall manner; see section 3.2. The wave position errors are specified in grid units, after an isolated transient period. We include these errors in the output description only, as input position errors correspond only to a shift in the location and time of an interaction and can be translated trivially to output position errors; see section 4.2.

The input multi-index \( J = (j_1, j_2, j_3) \), with the above simplifications, now has three components while the output multi-index has six (to reflect the dependence on three position errors \( p_o^k \)). Using \( J \), we define the power expressions

\[ w^{i,J} = (\omega_i^1)^{j_1}(\omega_i^2)^{j_2}(\lambda_i^2)^{j_3}. \]

For the first three interactions we study, the input wave width \( (\lambda_i^2)^{j_3} \) is not used, i.e., modeled as being zero. With these conventions, (2.1) also describes the model for the SNRP, but now each coefficient \( \alpha_k,J \) is also a random variable, reflecting randomness in the numerical solution algorithm, such as the dependence of the solution on the subgrid location of the interaction point relative to the grid. The ensemble mean \( \overline{\alpha}_{k,J} \) defines a model similar to that of section 2 but complicated by the additional indices and coefficients to reflect the errors \( \lambda_o^k \) and \( p_o^k \) (the variable \( s_o^k \) can be suppressed). As in section 2, we can subtract the base case values from the \( \omega_k^i \) and \( \omega_k^o \) and then regard the \( \omega \) (as with the other variables) as representing error or uncertainty.

We begin with the analysis of the SNRP at the ensemble averaged level. We present the mean model analysis in Table 3.1, for the same case as in Table 2.1, with \( \pm 10\% \) variation about the base case. We examine only the linear model. The input contact width has been set to zero, as part of the specification of this SNRP.

The first three rows of pure \( \omega \) terms of Table 3.1 can be compared to the corresponding SRP values from Table 2.2. We note the near identity of the SRP and
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Table 3.1
The SNRP shock-contact (step up) interaction. Expansion coefficients for output wave strengths (linear model) for input variation ±10%. Here the base case input contact wave width is zero.

<table>
<thead>
<tr>
<th>Variable \ Coef</th>
<th>Const</th>
<th>$\omega_1^i$ (r. sonic)</th>
<th>$\omega_2^i$ (contact)</th>
<th>$\omega_3^i$ (r. sonic)</th>
<th>$\lambda_1^i$ (l. sonic)</th>
<th>$\lambda_2^i$ (contact)</th>
<th>$\lambda_3^i$ (r. sonic)</th>
<th>$p_1^i$ (l. sonic)</th>
<th>$p_2^i$ (contact)</th>
<th>$p_3^i$ (r. sonic)</th>
<th>Error $L_{\infty}$ STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_1^i$ (l. sonic)</td>
<td>-0.208</td>
<td>0.454</td>
<td>0.251</td>
<td>0.47%</td>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_2^i$ (contact)</td>
<td>-0.042</td>
<td>0.000</td>
<td>0.912</td>
<td>0.03%</td>
<td>0.0001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_3^i$ (r. sonic)</td>
<td>-0.286</td>
<td>1.004</td>
<td>0.346</td>
<td>0.30%</td>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_1^i$ (l. sonic)</td>
<td>2.184</td>
<td>-0.563</td>
<td>0.000</td>
<td>122%</td>
<td>0.240</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_2^i$ (contact)</td>
<td>4.725</td>
<td>0.110</td>
<td>-1.466</td>
<td>0.67%</td>
<td>0.010</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_3^i$ (r. sonic)</td>
<td>2.197</td>
<td>0.068</td>
<td>0.106</td>
<td>5.35%</td>
<td>0.057</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_1^i$ (l. sonic)</td>
<td>0.221</td>
<td>-0.014</td>
<td>0.023</td>
<td>27.1%</td>
<td>0.022</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_2^i$ (contact)</td>
<td>0.426</td>
<td>0.001</td>
<td>-0.092</td>
<td>1.78%</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_3^i$ (r. sonic)</td>
<td>0.332</td>
<td>-0.004</td>
<td>-0.099</td>
<td>3.47%</td>
<td>0.005</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

SNRP values, indicating the numerical accuracy of the numerical scheme applied to Riemann data.

The three wave width variable ($\lambda$) rows in Table 3.1 represent new errors relative to the SRP. The large sup norm error for the width of the reflected shock results from a few outliers, mostly but not entirely due to smaller shock widths than the mean. The standard deviation for this quantity is about 10% of the mean value, indicating that the error model is (on the whole) satisfactory and that the shock wave widths are not (mostly) fluctuating greatly. The outliers are mainly associated with time steps and realizations for which the (narrow) reflected shock has at most one internal mesh point. For these cases, our filter tool for assessing the numerical shock width and position is not effective, so the outliers can be viewed as a breakdown of the diagnosis methodology.

The shock speed errors are nearly zero (to 5 digit accuracy in relative shock speed errors) after separation of the interacting waves. For this reason these errors are not presented here. Consistent with the convergence properties of the traveling wave to its left and right states, shown in Figure 3.2, accurate determination of shock speed requires well-separated waves, and thus a highly resolved calculation.

We also study the wave position errors. It would be equivalent to study timing errors (for example, in wave arrival), since the position errors are the integral of the velocity errors. The fact that the position errors reach a steady nonzero asymptotic value is equivalent to the fact that the speed errors tend to zero, with a nonzero time-averaged value. Figure 3.5 shows the position errors as a function of time. In order to study the initial transients in the position errors systematically, we adjust the ensemble to have a common time and location of interaction. An initial transient error will be significant when we consider errors in underresolved simulations. Following this transient, the position error is constant, reflecting convergence of the wave speed to its exact value. The errors in the wave position rows of Table 3.1 present this constant error, given in mesh units. All position errors are subgrid. The standard deviations are smaller than the means, indicating that the errors are basically deterministic. The $L_{\infty}$ position error is the supremum of the relative error. It is an error in the model of the error, i.e., the error in the error. Occasional ensemble members with very small (exact) position error produce a small denominator in the relative error, (model error)/(exact error). Thus the large entries in this column (also in other tables) do not represent a deficiency in the error model. We see similar and more extreme $L_{\infty}$ percent errors in later tables, with the same cause. Note that the standard deviation...
is comparable to the mean position error, so that occasional instances of nearly zero error are to be expected.

Continuing with the study of position errors, we examine the shock crossing-shock and the shock crossing-contact (step down) cases, with an emphasis on the transient error; see Figure 3.6. The transient error is significant, on the order of the mesh spacing, and the standard deviation is also significant, in contrast to the steady or large time asymptotics emphasized in Figure 3.5. These transient errors are important for underresolved simulations. The use of the wave filter technology to identify the locations of the transient waves (when they have only marginally separated from one another) is a possible factor in our results, and we cannot clearly define the extent to which the transient position errors are an aspect of the simulation or of the diagnostic methods used to analyze it. In Figure 3.6 (left), ten of the cases out of the ensemble (5%) did not produce usable wave filter data for early time transients. These cases were removed from the ensemble before averaging the ensemble for those time steps.

3.4. Shock crossing-shock interactions. Here we study the reflection of the shock off the wall, a special case of the shock crossing-shock interaction. We can ignore the shock wave width parameters, as these are narrow and deterministic. We consider only one output wave position error, \( p_i^t \); see Table 3.2. The shock wave strength errors (the far field, large separation errors) are small and are not presented.

The contact mode contributes an error, well known as shock wall heating. The exact solution has no contribution in this mode for a wall reflection. The error is the imprint on the entropy, temperature, and density variables of entropy errors made during the shock interaction process, apparently due to shock oscillations. Since entropy can only increase, according to the second law of thermodynamics, these errors do not cancel. Because the solution algorithm conserves mass locally, we expect the spatial integral of the density errors to cancel approximately. Since the velocity of
Fig. 3.6. Ensemble mean shock and contact position errors as a function of time, expressed in grid units. To emphasize the transient errors, a smaller number of time steps are shown. Left: shock crossing-shock case. Right: shock crossing-contact (step down) case.

Table 3.2
The SNRP defined by the crossing of two shocks. Expansion coefficients for output wave strengths (linear model) for input variation ±10%.

<table>
<thead>
<tr>
<th>Variable \ Coef</th>
<th>Const</th>
<th>$\omega_1^i$ (r. sonic)</th>
<th>$L_\infty$</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_1^o$ (l. sonic)</td>
<td>-0.002</td>
<td>0.716</td>
<td>0.014%</td>
<td>0.000032</td>
</tr>
<tr>
<td>$\lambda_1^o$ (l. sonic)</td>
<td>2.291</td>
<td>-0.422</td>
<td>7.923%</td>
<td>0.062</td>
</tr>
<tr>
<td>$p_1^o$ (l. sonic)</td>
<td>0.060</td>
<td>-0.033</td>
<td>50.65%</td>
<td>0.009</td>
</tr>
<tr>
<td>$\omega_2^o$ (contact)</td>
<td>0.057</td>
<td>0.0003</td>
<td>24.4%</td>
<td>0.005</td>
</tr>
<tr>
<td>$\lambda_2^o$ (contact)</td>
<td>5.9</td>
<td>50%</td>
<td>0.7</td>
<td></td>
</tr>
</tbody>
</table>

the fluid at the wall is zero, these errors do not move, and they remain permanently attached to the wall. As a numerical wave, the error is a standing wave. We do not have a theoretical model for the form of these errors. Due to this lack, our fitting of the errors will be less precise than those discussed elsewhere in this paper. We define the wall error width to be the distance to the wall in mesh units of the furthest location for which the density error is at least twice the background noise in the postshock region, or about 1% of the base case density. This width is about $6\Delta x$. Also the wave strength error is defined dimensionlessly as the $L_1$ error in density, divided by $\rho_0\Delta x$, where $\rho_0$ is the base case postshock density after the wall reflection.

3.5. The contact reshock interaction. After reflection from the wall, the transmitted lead shock wave recrosses the deflected contact. This is a step down interaction. We have one input and one output wave width parameter, both for the contact. According to the analysis of section 3.2, the contact width is modeled as $c_0t^{1/3}$ where both the width and $t$ are expressed in mesh units. This formula is accurate after some 50 time steps, according to Figure 3.4, and the Table 3.3 entry
Table 3.3
The SNRP shock contact (step down) interaction. Expansion coefficients for output wave strengths (linear model) for input variation ±10%.

<table>
<thead>
<tr>
<th>Variable \ Coef</th>
<th>Const</th>
<th>$\omega^1_1$ (contact)</th>
<th>$\omega^1_2$ (l. sonic)</th>
<th>L$_{\infty}$</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega^2_1$ (l. sonic)</td>
<td>0.282</td>
<td>-0.314</td>
<td>0.645</td>
<td>0.57%</td>
<td>0.0008</td>
</tr>
<tr>
<td>$\omega^2_2$ (contact)</td>
<td>0.013</td>
<td>0.819</td>
<td>0.118</td>
<td>0.20%</td>
<td>0.0003</td>
</tr>
<tr>
<td>$\lambda^3_1$ (l. sonic)</td>
<td>-0.128</td>
<td>0.143</td>
<td>0.468</td>
<td>0.41%</td>
<td>0.0004</td>
</tr>
<tr>
<td>$\lambda^3_2$ (contact)</td>
<td>2.383</td>
<td>0.754</td>
<td>-1.307</td>
<td>5.47%</td>
<td>0.038</td>
</tr>
<tr>
<td>$\lambda^3_3$ (r. sonic)</td>
<td>0.909</td>
<td>0.011</td>
<td>0.216</td>
<td>1.00%</td>
<td>0.005</td>
</tr>
<tr>
<td>$\lambda^3_4$ (contact)</td>
<td>3.619</td>
<td>0.151</td>
<td>-0.974</td>
<td>14.8%</td>
<td>0.138</td>
</tr>
<tr>
<td>$p^1_1$ (l. sonic)</td>
<td>0.242</td>
<td>0.043</td>
<td>0.042</td>
<td>10.4%</td>
<td>0.014</td>
</tr>
<tr>
<td>$p^1_2$ (contact)</td>
<td>-0.036</td>
<td>0.045</td>
<td>0.066</td>
<td>75.5%</td>
<td>0.008</td>
</tr>
<tr>
<td>$p^1_3$ (r. sonic)</td>
<td>-0.447</td>
<td>0.078</td>
<td>-0.036</td>
<td>16.7%</td>
<td>0.029</td>
</tr>
</tbody>
</table>

$\lambda^2 = c_0$ in this formula. We form a linear model for this constant in this expression in Table 3.3. The rarefaction width has the form constant + rate $\times$ time. We find very small errors in the rate, not tabulated here. The entry $\lambda^3_3$ refers to the constant, which gives an offset for the centering of the rarefaction wave. This entry is expressed in mesh units.

4. Composite shock interaction problems. Here we add up the pieces. We introduce a formula for combining the wave interaction errors defined in sections 2 and 3 for isolated Riemann problems to yield the error for arbitrary points in the solution of the complex wave interaction problem. The formula is validated for fully resolved simulations, and it is shown to be partially correct and partially incorrect for underresolved simulations.

4.1. A multipath integral for a nonlinear multiscattering problem. We begin with a formula expressing the error in a given Riemann problem $R_0$ as multilinear expansion associated with initial waves and errors located inside its domain of dependence. For a one-dimensional shock wave interaction problem, think of the solution as being primarily composed of localized waves, interacting through Riemann problems and generating outgoing waves, that further interact in the same manner. Each wave $w$ is described by a vector $\nu_w$ that records its strength, location in state space, speed and starting location and time, and the errors or uncertainty associated with these quantities. The interaction of waves generates a planar (one-dimensional space and time) graph, the vertices of which are the Riemann problems and the bonds are the traveling waves, between Riemann problem interactions. Starting from a given Riemann problem (vertex) or wave (bond), we can trace backward and determine its domain of dependence. Call this graph $G$.

For each Riemann problem, we consider three types of vertices, corresponding to the constant, linear, and bilinear terms in the parameterized approximate solution and error terms developed in section 3. We treat the linear terms separately from the others, as they allow a simple propagation law,

\begin{equation}
S_L = \int w(t = 0) d\omega,
\end{equation}

where $w(t = 0)$ is a vector representing the strength of the time zero wave and its error or uncertainty, evaluated at the beginning of the path $\omega$, and $S_L$ is the purely linear propagation contribution to a final time error. The path space integral $d\omega$
is taken over all paths progressing in time order through $\mathcal{G}$ from the initial time to the final vertex, with each term weighted by the appropriate linear factors from the formula for the approximate solution of the Riemann problems transversed. This path space representation makes evident the point that the solution $S_L$ is that of a multiple (linear) scattering problem.

The amplitude $S$ at the final time (vertex of $\mathcal{G}$) can similarly be thought of as a solution of a nonlinear multiple scattering problem, leading to a representation in terms of multipath integrals. To allow nonlinear (constant and bilinear) interactions, we reintroduce the vertices from these other terms. Let $\mathcal{V} = \mathcal{V}(\mathcal{G})$ be the set of vertices of $\mathcal{G}$, and let $B \subset \mathcal{V}$ be a subset of $\mathcal{V}$ where constant or bilinear terms occur. The total amplitude $S$ will then be a sum over terms $S_B$ indexed by $B$. For each $v \in B$, let $\mathcal{I}_v$ be the interaction coefficient, taken from a table of section 3. We write

\[
S = \sum_{B \subset \mathcal{V}(\mathcal{G})} S_B = \sum_{B \subset \mathcal{V}(\mathcal{G})} \int \prod_{v \in B} \mathcal{I}_v d\omega_B.
\]

Here $d\omega_B$ is a multipath integral over all multipaths (directed subgraphs of $\mathcal{G}$ starting at $t = 0$ or at constant vertices, coalescing at bilinear vertices $v \in B$, and ending at the final vertex in $\mathcal{G}$). The multipath propagator $d\omega_B$ is a product of the individual propagators $\omega$ for each single path, as in (4.1). The summation in (4.2) can be understood schematically as the sum over all events within the domain of dependence of the evaluation point $(x, t)$ at the vertex of $\mathcal{G}$; see Figure 4.1.

4.2. Evaluation of the multipath integral. We consider, in one spatial dimension, the interaction of a shock wave with a contact located near a reflecting wall. The base case for the first wave interaction coincides with the base case for the shock-contact interaction studied in sections 2 and 3. We further specify the wall location as 1.5 units to the right of the initial contact location. The transmitted shock, after interaction with the contact, progresses to interact with (i.e., reflect off) the wall. This interaction was also studied in sections 2 and 3. Subsequently, there are a number of reverberations, of reflected rarefactions and compression waves, between the contact and the wall and between a new contact formed by a shock overtake interaction and the original contact. The new contact is clearly visible in Figure 4.2 (left), as the
vertical line near the left border, starting at a time about $t = 5.2$. The interactions are illustrated by the space-time contour plots of the density, shown in Figure 4.2 (left) and pressure contours (right). In Figure 4.3 (left), we show the type and location of the waves, as determined by our wave filter analysis program. Both figures refer to the base case. The buildup of complex wave patterns is evident.
Ten Riemann problems are extracted from the complex wave problem interaction illustrated in Figure 4.3 (left). A schematic representation of the wave interactions, identifying these ten Riemann problems is given in Figure 4.3 (right). In Figure 4.4 we illustrate the distinct terms contributing to (4.2). Each graph is a single term, for the error associated with the output to interaction 3, in which the shock wave reflected from the wall recrosses (reshocks) the contact. The first two graphs indicate the uncertainty originating with the initial conditions, i.e., with the choice of the ensemble. This uncertainty propagates through two distinct paths, illustrated by the first two graphs of Figure 4.4, to reach the interaction site 3. The first graph follows the shocks, the transmitted shock from the interaction 1 to the wall reflected shock and back to the contact. The second graph follows the contact from the lead interaction 1 along the contact until it is reshocked at interaction 3. Next we find two graphs that represent the errors originating during the interaction 1 and propagating to the output of 3 through the same two routes. Finally, we find two graphs giving the errors that arise at the shock wall reflection (interaction 2) and propagate to 3 and in the final graph, those arising during interaction 3 directly.

From prior work [6], we know that the dominant errors in the composite solution are located within the leading shock and contact waves of the problem. A portion of these errors are simple resolution errors. This means that they are errors due to the difference between the numerical and the exact wave forms as traveling waves. This portion of the error is independent of the wave interactions and, in the variables we use to describe the traveling waves, shows up in the wave width only. Any other errors, e.g., in strength or position, or errors in width beyond these resolution errors can be attributed to the wave interactions.

Now we explain in detail the definition of each of the terms associated with these graphs. The simplest is the last. It is the error created during the solution of the interaction at Riemann problem case 3. For this term, we accept the numerical input to case 3 (as defined by a coarse grid solution, including the numerical error). This
The transformation of the variance follows formulas from section 2. The transmission of the mean values through a linear model is standard and is significant for the wave strength variables according to the definition of the ensemble of initial conditions. The initial uncertainty is reflected in the initial ensemble, representing one component of the propagation of the initial uncertainty (initial ensemble) to the output uncertainty of interaction 3. The initial uncertainty is defined by the pure transmitted shock wave output of interaction case 1 to the output of interaction case 2 in the same graph. The case 3 Riemann problem then sees the error associated with this graph. The same formula applied to the initial point of the input data is solved using both a fine grid and a coarse grid, and the difference is the error associated with this graph. The same formula applied to the initial point of the input data is solved using both a fine grid and a coarse grid, and the difference is the output error or uncertainty located at the output of interaction 3. The definition of the other graphs is similar, containing a sequence of linear transformations, one for each Riemann problem the error signal passes through.

We develop these formulas explicitly for the first two graphs of Figure 4.4, representing one component of the propagation of the initial uncertainty (initial ensemble) to the output uncertainty of interaction 3. The initial uncertainty is reflected in the wave strength variables according to the definition of the ensemble of initial conditions. The transmission of the mean values through a linear model is standard and is not detailed here. The transformation of the variance follows formulas from section 2. Let $B(l)$ with matrix entries $\beta_{jk}^{(l)}$ be the matrix that gives the linear transformation of these variables due to interaction $l$, as in (2.10). We note that the matrix entries $\beta_{jk}^{(l)}$ are defined by the $\omega^i$ columns and $\omega^o$ rows of Table 2.1 (linear; $l = 1$), Table 2.3 ($l = 2$), and Table 6.3 ($l = 3$). The output to interaction 3 has three components, and we compute the variance of each, labeled $j = 1, 2, 3$. By formula (2.13), we have

$$
\begin{align*}
\text{Var} \omega_j^{o(3)} &= (\beta_{jk}^{(3)})^2 \text{Var} \omega_k^{i(3)} = (\beta_{jk}^{(2)})^2 \text{Var} \omega_i^{o(2)} \\
&= (\beta_{jk}^{(3)})^2 (\beta_{1k}^{(2)})^2 \text{Var} \omega_k^{i(2)} = (\beta_{jk}^{(3)})^2 (\beta_{1k}^{(2)})^2 \text{Var} \omega_k^{o(1)} \\
&= (\beta_{jk}^{(3)})^2 (\beta_{1k}^{(2)})^2 \sum_{k=1}^{2} \text{Var} (\beta_{ik}^{(1)})^2 \omega_k^{i(1)}.
\end{align*}
$$

(4.3)

This formula can be evaluated explicitly. We denote the left-hand side as $S_{B_1}$ in accordance with (4.2):

$$
S_{B_1} = \begin{pmatrix}
0.312^2 & 0.645^2 \\
0.809^2 & 0.124^2 \\
0.142^2 & 0.468^2
\end{pmatrix}
\begin{pmatrix}
\text{Var} \ (w_1^i(t = 0)) \\
\text{Var} \ (w_2^i(t = 0))
\end{pmatrix}.
$$

(4.4)

Similarly, the variance associated with the second graph can be evaluated as

$$
S_{B_2} = \begin{pmatrix}
0.312^2 & 0.645^2 \\
0.809^2 & 0.124^2 \\
0.142^2 & 0.468^2
\end{pmatrix}
\begin{pmatrix}
\text{Var} \ (w_1^i(t = 0)) \\
\text{Var} \ (w_2^i(t = 0))
\end{pmatrix}.
$$

(4.5)

We also need to calculate formulas giving the transmission of position errors through the various Riemann problems. For interaction with a wall (e.g., case 2), the
formula is elementary. Assuming no error in the wall position, let $p^i$ and $p^o$ denote input and output position errors for a reflection off of a stationary wall, where the output is due transmission of error, i.e., due only to the input, as opposed to section 3, where there is no input position error and the output position error is created during the interaction. Then we have

$$p^o = p^i v^o / v^i,$$

where $v^i$ and $v^o$ are the incoming and outgoing wave speeds for the waves involved in the wall reflection. For the interaction of two incoming waves, the result is slightly more complicated. Each of the two terms in the formulas below is due to the input error in one of the input waves. That error can be computed by (4.6) if we perform the analysis in the frame in which the other wave is stationary. The result is

$$p^o_1 = p^i_1 (v^o_1 - v^i_2) + p^i_2 (v^i_1 - v^o_1) / v^i_1 - v^i_2,$$

(4.7)

$$p^o_2 = p^i_1 (v^o_2 - v^i_2) + p^i_2 (v^i_1 - v^o_2) / v^i_1 - v^i_2,$$

(4.8)

$$p^o_3 = p^i_1 (v^o_3 - v^i_2) + p^i_2 (v^i_1 - v^o_3) / v^i_1 - v^i_2,$$

(4.9)

where $p^i_j$ is the position error of the incoming contact wave ($j = 1$) or left-facing shock ($j = 2$). The complete position error model is obtained by adding the results of (4.7), (4.8), and (4.9) to those of Table 3.3 for the position errors created at the interactions. For interactions 1–3, we model the wave width (error) as a created error only. Thus only the final graph of Figure 4.4 contributes to this.

4.3. Errors in resolved calculations. We regard a calculation as resolved if all (the principal) waves have separated, with converged left and right asymptotic states, before they interact with another wave. For this type of simulation, we choose 500 mesh cells in our basic simulation study and assess errors in comparison to a 5000-cell simulation. We examine errors in wave strength, wave position, and wave width, based on the graphical expansion given in sections 4.1 and 4.2. The wave strength errors are dominated by the transmission of error (or uncertainty) from the initial conditions, and thus are given by the first two diagrams of Figure 4.4. In Tables 4.1, 4.2, and 4.3 we compare the predicted error with the error computed directly, taken from a full solution of the multiple wave interaction problem. The model for the prediction of the error is satisfactory for all cases: the wave strength and its errors, the wave width errors, and the wave position errors.

4.4. Errors in underresolved calculations. Here we allow 100 cells for the coarse grid simulation. This resolution allows 10 cells between the contact and the reflection wall at the time of interaction 3 and beyond. Since the contact has a width of 5 cells, since the right facing rarefaction is about this size, and since the wall has inaccurate states in a region of several mesh blocks neighboring it, we are clearly at the limit of the present diagnostic methods based upon the wave filter. For the same reasons, the calculation is clearly underresolved. For this reason we are not able to analyze data for the case of a coarse grid simulation with 50 cells using the present
Table 4.1
Predicted and simulated errors for output wave strengths, wave widths, and wave positions; Case 1.

<table>
<thead>
<tr>
<th>Variable \ Error</th>
<th>Simulation</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean wave strengths</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_o^1$ (l. sonic)</td>
<td>0.451</td>
<td>0.452</td>
</tr>
<tr>
<td>$\omega_o^2$ (contact)</td>
<td>0.704</td>
<td>0.703</td>
</tr>
<tr>
<td>$\omega_o^3$ (r. sonic)</td>
<td>0.999</td>
<td>0.998</td>
</tr>
<tr>
<td>Wave strength errors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Var $\omega_o^1$ (l. sonic)</td>
<td>0.0008</td>
<td>0.0008</td>
</tr>
<tr>
<td>Var $\omega_o^2$ (contact)</td>
<td>0.0019</td>
<td>0.0018</td>
</tr>
<tr>
<td>Var $\omega_o^3$ (r. sonic)</td>
<td>0.0035</td>
<td>0.0006</td>
</tr>
<tr>
<td>Wave width errors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_o^1$ (l. sonic)</td>
<td>1.630</td>
<td>1.622</td>
</tr>
<tr>
<td>$\lambda_o^2$ (contact)</td>
<td>3.636</td>
<td>3.635</td>
</tr>
<tr>
<td>$\lambda_o^3$ (r. sonic)</td>
<td>2.346</td>
<td>2.352</td>
</tr>
<tr>
<td>Wave position errors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_o^1$ (l. sonic)</td>
<td>0.220</td>
<td>0.226</td>
</tr>
<tr>
<td>$p_o^2$ (contact)</td>
<td>0.313</td>
<td>0.312</td>
</tr>
<tr>
<td>$p_o^3$ (r. sonic)</td>
<td>0.200</td>
<td>0.202</td>
</tr>
</tbody>
</table>

Table 4.2
Predicted and simulated errors for output wave strengths, wave widths, and wave positions; Case 2.

<table>
<thead>
<tr>
<th>Variable \ Error</th>
<th>Simulation</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean wave strengths</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_o^1$ (l. sonic)</td>
<td>0.713</td>
<td>0.714</td>
</tr>
<tr>
<td>Wave strength errors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Var $\omega_o^1$ (l. sonic)</td>
<td>0.0018</td>
<td>0.0018</td>
</tr>
<tr>
<td>Wave width errors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_o^1$ (l. sonic)</td>
<td>1.868</td>
<td>1.869</td>
</tr>
<tr>
<td>Wave position errors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_o^1$ (l. sonic)</td>
<td>−0.118</td>
<td>−0.092</td>
</tr>
</tbody>
</table>

Table 4.3
Predicted and simulated errors for output wave strengths, wave widths, and wave positions; Case 3.

<table>
<thead>
<tr>
<th>Variable \ Error</th>
<th>Simulation</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean wave strengths</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_o^1$ (l. sonic)</td>
<td>0.520</td>
<td>0.519</td>
</tr>
<tr>
<td>$\omega_o^2$ (contact)</td>
<td>0.674</td>
<td>0.674</td>
</tr>
<tr>
<td>$\omega_o^3$ (r. sonic)</td>
<td>0.306</td>
<td>0.305</td>
</tr>
<tr>
<td>Wave strength errors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Var $\omega_o^1$ (l. sonic)</td>
<td>0.0009</td>
<td>0.0010</td>
</tr>
<tr>
<td>Var $\omega_o^2$ (contact)</td>
<td>0.0012</td>
<td>0.0013</td>
</tr>
<tr>
<td>Var $\omega_o^3$ (r. sonic)</td>
<td>0.0004</td>
<td>0.0004</td>
</tr>
<tr>
<td>Wave width errors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_o^1$ (l. sonic)</td>
<td>2.097</td>
<td>1.982</td>
</tr>
<tr>
<td>$\lambda_o^2$ (contact)</td>
<td>5.027</td>
<td>4.918</td>
</tr>
<tr>
<td>$\lambda_o^3$ (r. sonic)</td>
<td>2.875</td>
<td>3.033</td>
</tr>
<tr>
<td>Wave position errors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_o^1$ (l. sonic)</td>
<td>−0.097</td>
<td>−0.105</td>
</tr>
<tr>
<td>$p_o^2$ (contact)</td>
<td>−0.003</td>
<td>0.013</td>
</tr>
<tr>
<td>$p_o^3$ (r. sonic)</td>
<td>−0.151</td>
<td>−0.134</td>
</tr>
</tbody>
</table>
version of our wave filter. Again we present the first three interactions in detail, at 100-cell resolution, comparing the predicted to the directly simulated errors; see Tables 4.4, 4.5, and 4.6. We see good results for the wave strengths and their errors and for the wave width errors, and poor results for the comparison of position errors. This can be understood in terms of the decay time for convergence to asymptotic large time values for the position errors, an explanation that also accounts for the difference with the resolved case, for which the simulated and predicted position errors agree. The position errors have a relatively slower decay time. The other three quantities show a high level of agreement between the resolved and underresolved cases. The wave width error is expressed in grid units, and thus should be the same in the two cases differing in grid resolution only. For the wave strength entries, the lack of dependence on grid resolution is due to the fact that these quantities are dominated by the uncertainty expressed in the ensemble of initial conditions, which is independent of grid resolution.

5. Conclusions. We have several main conclusions from this study.

We see that a very simple model of solution error is sufficient for the study of (at least the present instance of) a highly nonlinear problem. The error is linear in the input wave strengths.
Table 4.6

Case 3. The contact-shock interaction (step down). Errors for output wave strengths, wave width, and wave position. Comparison of underresolved simulation and prediction.

<table>
<thead>
<tr>
<th>Variable \ Error</th>
<th>Simulation</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean wave strengths</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega^*_1$ (l. sonic)</td>
<td>0.525</td>
<td>0.514</td>
</tr>
<tr>
<td>$\omega^*_2$ (contact)</td>
<td>0.669</td>
<td>0.705</td>
</tr>
<tr>
<td>$\omega^*_3$ (r. sonic)</td>
<td>0.318</td>
<td>0.315</td>
</tr>
<tr>
<td>Wave strength errors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Var $\omega^*_1$ (l. sonic)</td>
<td>0.0009</td>
<td>0.0010</td>
</tr>
<tr>
<td>Var $\omega^*_2$ (contact)</td>
<td>0.0013</td>
<td>0.0013</td>
</tr>
<tr>
<td>Var $\omega^*_3$ (r. sonic)</td>
<td>0.0005</td>
<td>0.0004</td>
</tr>
<tr>
<td>Wave width errors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda^*_1$ (l. sonic)</td>
<td>1.964</td>
<td>2.000</td>
</tr>
<tr>
<td>$\lambda^*_2$ (contact)</td>
<td>4.606</td>
<td>4.928</td>
</tr>
<tr>
<td>$\lambda^*_3$ (r. sonic)</td>
<td>2.169</td>
<td>3.029</td>
</tr>
<tr>
<td>Wave position errors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p^*_1$ (l. sonic)</td>
<td>−0.551</td>
<td>−0.103</td>
</tr>
<tr>
<td>$p^*_2$ (contact)</td>
<td>0.301</td>
<td>0.015</td>
</tr>
<tr>
<td>$p^*_3$ (r. sonic)</td>
<td>0.432</td>
<td>−0.131</td>
</tr>
</tbody>
</table>

A composition law for combining errors and predicting errors for composite interactions on the basis of an error model of the simple constituent interactions has been formulated and validated.

We find, although our formalism allows for statistical errors in the ensemble, that in fact, the dominant part of all errors (excluding position errors) studied were deterministic, in the sense that the ensemble mean error dominated the ensemble standard deviation.

We find that the wave filter performs well as a diagnostic tool but that its limitation (in its present version) lies in assuming well-separated waves. Thus we are limited in the degree of underresolution that we can analyze, in that all waves must be at least partially separated from one another before entering into a new interaction.

The wave strength uncertainty, which is dominated by input uncertainty (i.e., the definition of the ensemble), is virtually unchanged between the highly resolved and the underresolved simulations. The wave width errors are both expressed in grid units and are comparable between the two levels of resolution. The wave width errors evidently have a rapid relaxation to their asymptotic value.

The primary solution errors created by the simulations are the wave position errors in the underresolved simulations on the order of a mesh spacing. These errors are a transient phenomena but become frozen into the calculation as new interactions occur before the transient errors have diminished. The wave position errors have a slow relaxation to asymptotic values.

To the extent that a more detailed modelling of these errors is important, a more accurate model that includes transient effects will be important. Even with these limitations, the methods and results appear to be promising, and should be extended to less idealized problems.

These conclusions are established only under several simplifying assumptions, namely restriction to one spatial dimension, use of a simplified (gamma law gas) equation of state, and consideration of only one numerical method. Further studies are needed to determine the extent that these conclusions have a general validity.
6. Appendix: Ten Riemann problems. For each of the ten Riemann problems of Figure 4.3 (right), we vary the wave strength and, for contacts only, we vary the wave width. However, when solved using the (idealized) Riemann solver, the wave widths are all set to zero. Three variables defining one reference state are not varied in this study; presumably similar conclusions would be reached if they were also varied. We have two goals in selecting the reference variables to hold fixed. If one of the states has a reference ambient velocity, for example, a velocity \( v = 0 \) for a state near a wall, we want to preserve this property and freeze this velocity. For the pressure and density values, we generally freeze those on the smaller side of the waves, as this gives a more meaningful variation of the state, uniformly specified as 10% of the wave strength, as defined in section 2.

6.1. Case 1: Lead shock interacts with contact. The midstate is held fixed, and the two wave strengths are varied.

\[
\begin{align*}
\rho &= 3.973980 & \rho &= 1.0 & \rho &= 10.0 \\
p &= 1.337250 & p &= 0.001 & p &= 0.001 \\
v &= 1.0 & v &= 0.0 & r &= 0.0 \\
\text{shock (width=0)} & \quad \text{contact (width=0)}
\end{align*}
\]

Fig. 6.1. Problem 1: Shock-contact interaction (step up).

Table 6.1

<table>
<thead>
<tr>
<th>Variable \ Coef</th>
<th>Const</th>
<th>( \omega )(_1) (l. sonic)</th>
<th>( \omega )(_2) (contact)</th>
<th>Error ( L_\infty )</th>
<th>Error STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega )(_1) (l. sonic)</td>
<td>(-0.206)</td>
<td>(0.452)</td>
<td>(0.252)</td>
<td>(0.55)%</td>
<td>(0.0008)</td>
</tr>
<tr>
<td>( \omega )(_2) (contact)</td>
<td>(-0.042)</td>
<td>(0.000)</td>
<td>(0.911)</td>
<td>(0.01)%</td>
<td>(0.00004)</td>
</tr>
<tr>
<td>( \omega )(_3) (r. sonic)</td>
<td>(-0.285)</td>
<td>(1.001)</td>
<td>(0.347)</td>
<td>(0.35)%</td>
<td>(0.001)</td>
</tr>
</tbody>
</table>

6.2. Case 2: Transmitted shock reflects off of wall. The right state is held fixed, and the left state is varied.

\[
\begin{align*}
\rho &= 39.808728 & \rho &= 10.0 \\
p &= 3.537544 & p &= 0.001 \\
v &= 0.514603 & v &= 0.0 \\
\text{shock (width=2.3)} & \quad \text{contact (width=0)}
\end{align*}
\]

Fig. 6.2. Problem 2: Shock-wall interaction.
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Table 6.2

Case 2. The shock crossing-equal shock (wall reflection) interaction. Expansion coefficients for output wave strengths (linear model) for input variation ±10%. See Table 2.3.

<table>
<thead>
<tr>
<th>Variable \ Coef</th>
<th>Const</th>
<th>( w_1 ) (r. sonic)</th>
<th>( L_\infty )</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w_1 ) (l. sonic)</td>
<td></td>
<td>-0.0008</td>
<td>0.715</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

6.3. Case 3: Shock reflected off of wall recrosses the contact. The right, state velocity \( v = 0 \) is fixed, and the left state densities and pressures are held fixed.

\[
\begin{align*}
\rho &= 6.917758 & \rho &= 39.808728 & \rho &= 99.182916 \\
\rho &= 3.537544 & \rho &= 3.537544 & \rho &= 21.147657 \\
\gamma &= 0.514603 & \gamma &= 0.514603 & \gamma &= 0.0 \\
\text{contact (width=3.8)} & & \text{shock (width=1.9)} &
\end{align*}
\]

Fig. 6.3. Problem 3: Contact-shock interaction (step down).

Table 6.3

Case 3. The contact-shock interaction (step down). Expansion coefficients for output wave strengths (linear model).

<table>
<thead>
<tr>
<th>Variable \ Coef</th>
<th>Const</th>
<th>( w_1 ) (contact)</th>
<th>( w_2 ) (l. sonic)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w_1 ) (l. sonic)</td>
<td></td>
<td>0.281</td>
<td>-0.314</td>
<td>0.62%</td>
</tr>
<tr>
<td>( w_2 ) (contact)</td>
<td></td>
<td>0.016</td>
<td>0.810</td>
<td>0.15%</td>
</tr>
<tr>
<td>( w_3 ) (r. sonic)</td>
<td></td>
<td>-0.128</td>
<td>0.143</td>
<td>0.48%</td>
</tr>
</tbody>
</table>

6.4. Case 4: Reflected rarefaction from Case 3 reflects off of wall. The right state velocity \( v = 0 \) is fixed, and the left state densities and pressures are held fixed. When modeled as an SRP, the input rarefaction wave width is set to zero. When modeled as an SNRP, the input rarefaction wave width is an input parameter. Similar comments apply to the most of the later cases.

\[
\begin{align*}
\rho &= 67.888252 & \rho &= 99.182916 \\
\rho &= 11.228189 & \rho &= 21.147657 \\
\gamma &= -0.212443 & \gamma &= 0.0 \\
\text{rarefaction (width=13.7)} & & &
\end{align*}
\]

Fig. 6.4. Problem 4: Rarefaction-wall interaction.
### Table 6.4
Case 4. The rarefaction-wall interaction. Expansion coefficients for output wave strengths (linear model).

<table>
<thead>
<tr>
<th>Variable \ Coef</th>
<th>Const</th>
<th>$w_i^1$ (r. sonic)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_o^1$ (l. sonic)</td>
<td>0.147</td>
<td>0.656</td>
<td>0.189 %</td>
</tr>
</tbody>
</table>

6.5. Case 5: Rarefaction reflected off of wall crosses contact. The right state velocity $v = 0.0$ is fixed, and the left state densities and pressures are held fixed.

\[
\begin{align*}
\rho &= 13.188575 \\
\rho &= 67.888252 \\
\rho &= 43.970226 \\
p &= 11.228189 \\
p &= 11.228189 \\
p &= 5.436104 \\
v &= -0.212443 \\
v &= -0.212443 \\
v &= 0.0 \\
\text{contact (width}=7.3) & \quad \text{rarefaction (width}=3.4)
\end{align*}
\]

Fig. 6.5. Problem 5: Contact-rarefaction interaction.

### Table 6.5
Case 5. The contact-rarefaction interaction (step down). Expansion coefficients for output wave strengths (linear model).

<table>
<thead>
<tr>
<th>Variable \ Coef</th>
<th>Const</th>
<th>$w_i^1$ (contact)</th>
<th>$w_i^2$ (l. sonic)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_o^1$ (l. sonic)</td>
<td>0.020</td>
<td>-0.074</td>
<td>0.698</td>
<td>0.37%</td>
</tr>
<tr>
<td>$w_o^2$ (contact)</td>
<td>0.200</td>
<td>1.072</td>
<td>-0.721</td>
<td>0.35%</td>
</tr>
<tr>
<td>$w_o^3$ (r. sonic)</td>
<td>-0.029</td>
<td>0.107</td>
<td>0.294</td>
<td>0.71%</td>
</tr>
</tbody>
</table>

6.6. Case 6: Reflected shocks from interactions 1 and 3 overtake. The left state is held fixed, and the two wave strengths are varied.

\[
\begin{align*}
\rho &= 3.973980 \\
\rho &= 6.917758 \\
\rho &= 13.188575 \\
p &= 1.337250 \\
p &= 3.537544 \\
p &= 11.228189 \\
v &= 1.0 \\
v &= 0.514603 \\
v &= -0.212443 \\
\text{shock (width}=1.32) & \quad \text{shock (width}=2.1)
\end{align*}
\]

Fig. 6.6. Problem 6: Shock-shock overtake (two waves of the same family).
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Table 6.6
Case 6. The shock-shock overtake (two waves of the same family). Expansion coefficients for output wave strengths (linear model).

<table>
<thead>
<tr>
<th>Variable \ Coef</th>
<th>Const</th>
<th>$w_1'$ (l. sonic)</th>
<th>$w_2'$ (l. sonic)</th>
<th>$L_\infty$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_0'$ (l. sonic)</td>
<td>0.033</td>
<td>0.375</td>
<td>1.110</td>
<td>0.02%</td>
<td>0.0001</td>
</tr>
<tr>
<td>$w_0'$ (m. sonic)</td>
<td>-0.029</td>
<td>0.075</td>
<td>0.150</td>
<td>0.88%</td>
<td>0.0002</td>
</tr>
<tr>
<td>$w_0'$ (r. sonic)</td>
<td>-0.018</td>
<td>0.014</td>
<td>0.055</td>
<td>0.61%</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

10% input variation

6.7. Case 7: Compression wave reflected from interaction 5 reflects off wall. The right state is held fixed.

\[
\begin{align*}
\rho &= 52.397949 & \rho &= 43.970226 \\
p &= 7.295522 & p &= 5.436104 \\
v &= 0.082472 & v &= 0.0
\end{align*}
\]

compression (width=7.1)

Fig. 6.7. Problem 7: Compression-wall interaction.

Table 6.7
Case 7. The compression-wall interaction. Expansion coefficients for output wave strengths (linear model).

<table>
<thead>
<tr>
<th>Variable \ Coef</th>
<th>Const</th>
<th>$w_1'$ (r. sonic)</th>
<th>$L_\infty$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_0'$ (l. sonic)</td>
<td>-0.026</td>
<td>1.125</td>
<td>0.14%</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

6.8. Case 8: Compression wave from wall reflection crosses contact. The right state velocity $v = 0.0$ is fixed, and the left state densities and pressures are held fixed.

\[
\begin{align*}
\rho &= 10.187558 & \rho &= 52.397949 & \rho &= 61.835041 \\
p &= 7.295522 & p &= 7.295522 & p &= 9.630720 \\
v &= 0.082472 & v &= 0.082472 & r &= 0.0
\end{align*}
\]

contact (width=9.1) compression (width=8.5)

Fig. 6.8. Problem 8: Contact-compression interaction.
6.9. Case 9: Rarefaction reflected from interaction 8 reflects off of wall.
The right state velocity \( v = 0.0 \) is fixed, and the left state densities and pressures are held fixed.

\[
\begin{align*}
\rho &= 58.035866 & \rho &= 61.835041 \\
p &= 8.663034 & p &= 9.630720 \\
v &= -0.031998 & v &= 0.0
\end{align*}
\]

\textbf{rarefaction (width=28.0)}

Fig. 6.9. Problem 9: Rarefaction-wall interaction.

6.10. Case 10: Rarefaction reflected off of wall passes through contact.
The right state velocity \( v = 0.0 \) is fixed, and the left state densities and pressures are held fixed.

\[
\begin{align*}
\rho &= 11.289599 & \rho &= 58.035866 & \rho &= 54.395153 \\
p &= 8.663034 & p &= 8.663034 & p &= 7.774679 \\
v &= -0.031998 & v &= -0.031998 & v &= 0.0
\end{align*}
\]

\textbf{contact (width=8.2) rarefaction (width=7.7)}

Fig. 6.10. Problem 10: Contact-rarefaction interaction.
Table 6.10
Case 10. The contact-rarefaction interaction (step down). Expansion coefficients for output wave strengths (linear model).

<table>
<thead>
<tr>
<th>Variable \ Coef</th>
<th>Const</th>
<th>$w_1^c$ (contact)</th>
<th>$w_3^c$ (l. sonic)</th>
<th>$L_\infty$ Error</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_2^c$ (l. sonic)</td>
<td>0.007</td>
<td>0.013</td>
<td>0.641</td>
<td>0.45%</td>
<td>0.000004</td>
</tr>
<tr>
<td>$w_3^c$ (contact)</td>
<td>0.453</td>
<td>0.327</td>
<td>0.008</td>
<td>0.16%</td>
<td>0.00004</td>
</tr>
<tr>
<td>$w_3^c$ (r. sonic)</td>
<td>$-0.009$</td>
<td>0.013</td>
<td>0.930</td>
<td>0.57%</td>
<td>0.000004</td>
</tr>
</tbody>
</table>
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