Algorithmic dimensionality reduction for molecular structure analysis
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Dimensionality reduction approaches have been used to exploit the redundancy in a Cartesian coordinate representation of molecular motion by producing low-dimensional representations of molecular motion. This has been used to help visualize complex energy landscapes, to extend the time scales of simulation, and to improve the efficiency of optimization. Until recently, linear approaches for dimensionality reduction have been employed. Here, we investigate the efficacy of several automated algorithms for nonlinear dimensionality reduction for representation of trans, trans-1,2,4-trifluorocyclo-octane conformation—a molecule whose structure can be described on a 2-manifold in a Cartesian coordinate phase space. We describe an efficient approach for a deterministic enumeration of ring conformations. We demonstrate a drastic improvement in dimensionality reduction with the use of nonlinear methods. We discuss the use of dimensionality reduction algorithms for estimating intrinsic dimensionality and the relationship to the Whitney embedding theorem. Additionally, we investigate the influence of the choice of high-dimensional encoding on the reduction. We show for the case studied that, in terms of reconstruction error root mean square deviation, Cartesian coordinate representations and encodings based on interatom distances provide better performance than encodings based on a dihedral angle representation.


I. INTRODUCTION

Understanding the relationship between the dynamic nature of molecular structures and their properties and functions is of critical importance for many fields of research. However, obtaining an accurate representation of molecular motion remains a challenge. Experimental methods such as nuclear magnetic resonance (NMR) spectroscopy and x-ray crystallography are severely limited in their abilities to detect conformational motion at an atomic scale. Theoretical methods using force-field approximations of the potential energy surface are promising approaches for the simulation of changes in molecular conformation. Unfortunately, these approaches cannot be applied to many problems of interest due to the excessive calculation times required. For classical molecular mechanics approaches, calculation times are proportional to the number of degrees of freedom in the system, typically the $3N$ Cartesian coordinates in an $N$-atom system. Even when calculations can be performed in reasonable times, the volume of data generated makes interpretation and analysis difficult.

In most cases, a significant amount of redundancy exists due to the encoding of molecular structure in a $3N$ phase space and high similarities of the many conformations obtained during simulation. For the former, the variable interdependence is an obvious result of the constraints on atomic positions due to covalent bonds and energy barriers resulting from steric overlap. For larger molecules such as proteins, the number of constraints can increase due to the formation of stabilizing intramolecular hydrogen bonds and the formation of rigid secondary and supersecondary structural elements. These interdependencies between the degrees of freedom result in an inherently sparse phase space and suggest that a lower-dimensional representation of molecular structure can account for conformational changes. For example, a recent Lyapunov analysis of the folding of alanine peptides in aqueous solution resulted in effective dimensionality of approximately three to five for peptides containing three to ten residues, much lower than the many thousands of dimensions required in a Cartesian representation. Interestingly, it was reported that the effective dimensionality decreases with peptide size despite the increase in the number of atoms. This effect was attributed to an increase in intramolecular interactions stabilizing the secondary structures of the larger peptides. It is noteworthy that this low dimensionality is observed not through the formation of stable hydrogen bonds, but hydrogen bonds that are formed and broken on a nanosecond time scale. Similar findings on the decrease in effective dimensionality with increasing system size have been obtained for other protein simulations.3

Investigation into the low intrinsic dimensionality of
molecular dynamics (MD) may provide an answer to the Levinthal paradox for protein folding. Experimental investigations indicate that unfolded proteins do not exhibit purely random structure and may in fact retain structural properties present in the folded states. Computational evidence further suggests that excluded volume effects significantly constrain the unfolded ensemble. Lange and Grubmuller demonstrated that the effective variables from a 90% linear dimensionality reduction (i.e., retaining 10% of the number of original variables) for a 5 ns protein simulation explain most of the variance observed in a 200 ns long simulation. This result is significant because only one of the three conformational states found in the longer simulation was sampled during the short simulation. A similar finding was reported for equilibrium simulations of the reversible folding of a β-heptapeptide in a methanol solution. In this case, the effective variables explaining 69% of the collective atomic fluctuations were found to converge within 1 ns, despite the significantly longer time scales required for folding.

The inherent low dimensionality of molecular conformation suggests that methods can be developed that exploit redundancy for improving the efficiency of simulation, analysis, and optimization. For example, low-frequency concerted motions of atoms are known to occur in conformational rearrangements within proteins. These correlated motions are thought to be responsible for important biomolecular functions including protein folding, molecular recognition, induced fit and catalysis, allosteric signal transduction, and mechanical/thermodynamic energy transport. However, analysis of these collective motions is very difficult to achieve with MD simulation. First, the timestep for numerical integration must be sufficiently small (femtoseconds) to account for high-frequency motions that influence the accuracy of the resulting trajectory and therefore limit the simulation time. Second, extracting the relevant low-frequency motions from the large amount of data generated is not trivial. These difficulties motivated the use of dimensionality reduction (in the form of quasiharmonic analysis or essential dynamics) as a successful approach for isolating low-frequency motions and obtaining improved sampling of the phase space for MD and Monte Carlo approaches. For example, by diagonalizing the covariance matrix of atomic displacements, it is often found that over 90% of the atomic motion in peptides or proteins is concentrated in correlated motions involving only 1%–5% of the degrees of freedom. In addition to providing reduced complexity, an accurate representation for correlated molecular motions can aid in the interpretation of NMR and x-ray studies.

It has been shown that dimensionality reduction can be used to extend the time scales of MD, and a theoretical framework for low-dimensional simulation with Langevin MD or metadynamics is a topic of current investigation. In addition to improving the efficiency of simulation, a logical extension is to utilize low-dimensional surrogate spaces for problems in optimization that occur in molecular recognition and self-assembly. Dimensionality reduction has already been used for efficient incorporation of protein flexibility into ligand docking studies, for example. In another interesting approach, dimensionality reduction was utilized in comparative protein modeling to avoid false attractors in force-field based optimization by using evolutionary information to reduce the number of degrees of freedom for structure refinement.

In addition to decreasing the complexity required for modeling flexibility in molecular structure, dimensionality reduction can be used to analyze the extensive data generated from simulation into intuitive results. By lowering the number of effective degrees of freedom, more meaningful visualizations might be obtained and undesirable effects from the so-called “curse of dimensionality” can be removed. In addition to filtering high-frequency motions, dimensionality reduction of molecular simulations can be utilized to identify discrete conformational substates and for understanding the extent of configuration space sampling and the topography of the system’s energy hypersurface. As reviewed by Altschul et al., dimensionality reduction can be utilized to obtain representations for reaction coordinates and free energy landscapes as well as the transition matrix between metastable conformational states.

While there is substantial evidence for correlated atomic motions within dynamic molecular structures, it is unclear which computational method is most appropriate for detecting these correlations. Historically, linear dimensionality reduction methods have been employed for the analysis of molecular structure. It seems, however, that this choice was made more for mathematical convenience rather than knowledge of the high-dimensional structure of a given phase space. Indeed, it is well known that if certain requirements of the input data are met, principal component analysis (PCA) results in a low-dimensional encoding with minimal residual variance and preservation of intersample distances, thereby providing a minimal reconstruction error. PCA is a robust, simple algorithm with no user-adjustable parameters. However, linear approaches tend to underestimate the proximity of points on a nonlinear manifold, leading to erroneous embeddings. Consequently, several authors have suggested that nonlinear dimensionality reduction methods may be more appropriate for molecular structure analysis. Lange and Grubmuller have used an information theoretic approach to show that covariance matrices cannot account for all correlations for the studied protein domains. In an investigation into the use of collective Langevin dynamics for the simulation of a peptide, the same authors observed that a nonlinear dimensionality reduction would require fewer effective degrees of freedom to obtain equally accurate embeddings and performed a manual construction of a nonlinear reduction from the linear one obtained with PCA.

The design and analysis of nonlinear dimensionality reduction algorithms is an active area of research, and recent efforts have yielded new candidate methods for molecular structure analysis. Agrafiotis and Xu developed a nonlinear dimensionality reduction approach and applied it to conformational studies of methylpropylether. Nguyen used non-linear PCA to analyze the free energy landscapes of peptides. Das et al. applied the Isomap algorithm to the analysis of folding simulation data for a coarse-grained bead model representative of a protein backbone, demonstrating that nonlin-
ear dimensionality reduction provided a more accurate embedding of the reaction coordinates than linear techniques. However, despite their promise, it is difficult to accurately assess the efficacy of nonlinear dimensionality reduction algorithms for molecular structure analysis. The difficulty arises from two factors: (1) the intrinsic dimensionality for most problems is unknown, and (2) there is debate for some problems as to whether linear techniques can provide sufficient sampling of the phase space to facilitate an accurate analysis of dimensionality reduction.13,24,25,27,42

In this paper, we investigate the ability of well-known nonlinear dimensionality reduction algorithms to identify accurate, low-dimensional substructures in the conformation space for an eight-membered ring. We chose this particular molecule for several reasons. First, the ring closure problem provides an interesting dimensionality reduction benchmark where mathematical insight into the underlying manifold can be obtained. Second, although the Cartesian representation of an eight-membered ring involves 72 dimensions, there are effectively only two degrees of freedom, and therefore a dense sampling of all ring conformations can be obtained. Finally, the dynamic structure of eight-membered rings has been extensively studied and low-energy conformations have previously been identified.

In this paper, we describe an efficient method for enumeration of the conformations of eight-membered rings. Because the choice of representation for high-dimensional encoding [for example, dihedral angles (DHAs) versus Cartesian coordinates] has been a topic of recent debate, we use the ring enumeration to generate four different high-dimensional encodings for comparison. We provide an empirical verification of the manifold dimensionality for ring atoms and substituents. We compare the efficacy of several canonical dimensionality reduction algorithms for finding low-dimensional representations of molecular structure. Finally, we compare results from enumeration to those obtained using samples from room temperature MD.

A. Eight-membered rings

Saturated cyclic compounds have been studied extensively since the 19th century.43 Of these, eight-membered rings have been the most popular subject due to the existence of multiple conformers of similar energy, a complicated potential energy surface resulting from the ring closure constraint, and significant steric influence from hydrogen atoms on preferred molecular conformations.43–46 For these same reasons, eight-membered rings pose an interesting challenge for dimensionality reduction algorithms. In Cartesian space, a saturated 8-ring requires 72 dimensions to represent a conformation. Taking changes in bond lengths and angles as negligible, a conformation can also be represented by eight variable DHAs. We can intuitively reduce this number to five DHAs by forcing the first three atoms to lie in the xy-plane. The placing of the remaining atoms 4, ..., 8 of the ring, with fixed bond angles and bond lengths, is accomplished by choosing the values of the five dihedrals, $t_2, \ldots, t_6$ where we use the convention that the $i$th dihedral $t_i$ is formed by the atoms $i-1, i, i+1, i+2$ and we identify atom $i+8$ with atom $i$. This appears to require five dihedrals in order to construct the ring. The same result of five DHAs is achieved using the Cremer–Pople47 puckering coordinates.

Interestingly, it can be shown that there are only two independent variables due to the ring closure constraint.48 This is a consequence of the fact that the bond angles at atoms 8 and 1 as well as the bond length between these two atoms have not been used in the construction, and thus fixing these three degrees of freedom to prescribed values introduces three constraints among the five torsions, reducing the number of independent variables among them to 2. This result allows for an excellent benchmark for dimensionality reduction algorithms. First, we can perform a dense sampling of the two independent variables to obtain all relevant conformations of eight-membered rings. Second, we can expect, under the assumption of fixed bond lengths and angles, the phase space of 8-rings to lie on a 2-manifold in the higher dimensional spaces. From the Whitney embedding theorem, we can expect a successful dimensionality reduction to smoothly embed the samples in a minimum of two dimensions and a maximum of five dimensions.

Although cyclo-octane is the most commonly studied 8-ring, complications arise due to symmetry. Therefore, we consider a substituted cyclo-octane, trans, trans-1,2,4-trifluorocyclo-octane for all studies in this paper to remove any symmetry issues.

B. High-dimensional encodings

The most common encoding of a molecular conformation under classical force fields is given by the $3N$ Cartesian coordinates for an $N$-atom system. This encoding is intuitive in that the distance between conformations is related to the root mean squared deviation (RMSD) of the Euclidean distances between each distinct pair of atoms. Cartesian coordinates are not the only choice, however. For example, high strain energies for bond stretching and angle bending typically result in relatively small deviations relative to movements due to changes in bond torsions. Consequently, a high-dimensional encoding utilizing only DHAs with fixed bond lengths and angles reasonably approximates both the low-energy conformations of molecules and their corresponding energies.18,48 The dihedral encoding offers two advantages over a Cartesian encoding. First, it provides a natural separation between internal coordinates and overall translation and rotation of a given molecule. The use of Cartesian coordinates, on the other hand, requires RMSD fitting to ensure that the Eckart conditions are satisfied.49 Second, the encoding is a dimensionality reduction in and of itself. In proteins, for example, the ratio of the number of DHAs to Cartesian coordinates is about 1:8.18

DHA encodings do introduce some complications, however. DHAs are periodic variables and therefore a Euclidean distance metric might not be appropriate for dimensionality reduction. To address this issue, a circular variable transformation (CVT) has been proposed to transform the input data from dihedral space to a linear metric coordinate space using trigonometric functions or a complex representation of angles.46 A related but unaddressed issue results from the
complicated relationship between the magnitude of change in DHAs and the resulting change in molecular conformation. For example, a change of a few degrees in a DHA located near the middle of a long chain molecule causes a drastic change in the overall conformation of the molecule, while a change in the DHAs of terminal atoms results in no change in conformation.\textsuperscript{48} While Cartesian RMSD represents an intuitive metric for quantifying conformational differences, one can imagine circumstances where a large change in DHAs ultimately results in very similar conformations. Some authors have reported preliminary results showing that an angle-based analysis of conformational data is very sensitive to noise and prone to error.\textsuperscript{50} Further, allowing fluctuations in bond lengths and angles might have the effect of making the DHAs more flexible,\textsuperscript{18} as evidenced by differences obtained from normal mode analysis when using DHAs rather than Cartesian coordinates.

Interatom distances represent a fourth alternative encoding of molecular structures, and the set of related techniques, known as distance geometry, has been extensively developed in the context of molecular structure studies due in part to its application to NMR structure determination.\textsuperscript{51} However in the present context it presents two immediate disadvantages. First, for larger systems, the dimensionality is actually increased from $3N$ to $N(N-1)/2$. Second, in order to recover structure, an additional embedding is required to calculate the atomic positions from the interatom distances. Nonetheless, it has been reported that PCA performed on interatom distances is more powerful for the purposes of topographical discrimination than is PCA using either Cartesian coordinates or DHAs.\textsuperscript{52,53} Additionally, this approach also provides a natural separation between internal motion and overall rotations and translations. In this paper, we compare the effectiveness of dimensionality reduction using all four encoding schemes: Cartesian coordinates, DHAs, DHAs with CVT, and interatom distances.

II. METHODS

A. Dimensionality reduction

In general, dimensionality reduction algorithms provide a method for taking a set of samples $\{x_1, \ldots, x_d\} \subset \mathbb{R}^D$ and calculating a corresponding low-dimensional representation $\{y_1, \ldots, y_n\} \subset \mathbb{R}^d$. Because dimensionality reduction is often used for visualization, some algorithms do not generate an explicit map from the high-dimensional coordinates to the low-dimensional representation. For many applications, however, it is desirable to have an explicit forward map, $\Phi(x) : \mathbb{R}^D \rightarrow \mathbb{R}^d$, that gives the low-dimensional representation of an arbitrary point $x$ and an explicit reverse map $\phi(y) : \mathbb{R}^d \rightarrow \mathbb{R}^D$ that gives the high-dimensional representation of an arbitrary point $y$. This allows for mapping new samples that were not available at the time of the initial reduction and also provides a common metric for comparison of algorithms. Therefore, for the purposes of this work, we consider dimensionality reduction as the problem of generating $\Phi$ and $\phi$ from a training set of $n$ samples, $X_{D \times n} = (x_1, \ldots, x_n)$. Because some methods do not generate explicit maps, we describe an approach for generating maps from a dimensionality reduction below.

We evaluate the performance of each algorithm using the reconstruction error. Ideally, a forward map of an arbitrary point followed by a reverse map will give the same point back. Typically, the reconstruction error is given by $||x - \phi(\Phi(x))||$. Here, however, we must compare between different high-dimensional encodings. Additionally, since we are using molecular conformations as samples, RMSD between a molecular structure and the reconstructed structure offers a more intuitive approach. Therefore, if the high-dimensional encoding is a Cartesian coordinate, we use the reconstruction RMSD ($\epsilon$) as a metric,

$$\epsilon = \frac{||x - \phi(\Phi(x))||}{\sqrt{d}},$$

where $a=D/3$ gives the number of atoms in the molecule $x$. If the high-dimensional encoding is not Cartesian, the Cartesian representations of $x$ and $\phi(\Phi(x))$ are used to calculate the RMSD. Throughout the paper we use the term “molecular RMSD” in order to distinguish from a statistical definition that is not normalized by the number of atoms. For each reduction method, we evaluate the algorithm performance using the mean molecular RMSD, $\sum \epsilon / m$, for a test set of $m$ molecules not present in the training set.

Many algorithms and variants have been proposed for the problem of nonlinear dimensionality reduction including independent component analysis,\textsuperscript{54,55} kernel PCA,\textsuperscript{56} self-organizing maps,\textsuperscript{57} neural network autoencoders,\textsuperscript{58} locally linear embedding (LLE),\textsuperscript{59} Isomap,\textsuperscript{40} and others.\textsuperscript{60} Here, we compare three canonical nonlinear algorithms to PCA: Iso-map, LLE, and a neural network autoencoder.

B. PCA

PCA is a linear dimensionality reduction approach that has been widely applied to problems in almost every field of experimental science. The goal of PCA is to find a coordinate representation for data where the most variance is captured in the least number of coordinates. This representation can be found by performing an eigenvalue decomposition (or singular value decomposition) such that the resulting eigenvectors/singular vectors provide an orthonormal basis for the data while the eigenvalues/singular values provide information on the importance of each basis vector. Given the training set $X$, a row-centered matrix is calculated as $\tilde{X}_{D \times n} = (\tilde{x}_1, \ldots, \tilde{x}_n)$, where $\tilde{x}_i = x_i - \bar{m}$ and $\bar{m}_{D \times 1}$ gives the row means. Eigendecomposition of the training set covariance matrix, $(1/n)\sum_{i=1}^{n}X_i\tilde{X}_i^T$, is performed to give $U\Sigma U^T$. The forward map is then given by $\phi_{PCA}(x) = \tilde{U}\bar{y} + \bar{m}$, where $\tilde{U}_{d\times n}$ is the matrix composed of the first $d$ columns of $U$ corresponding to the eigenvectors with the largest eigenvalues. The reverse map is calculated as $\phi_{PCA}(y) = \tilde{U}\bar{y} + \bar{m}$. The reconstruction error for PCA will be zero for $d = D$, where $z$ is the number of nonzero eigenvalues in $P$. A review of PCA, its history, examples, and applications can be found in Refs. 32, 60, and 61.
C. LLE

LLE is a nonlinear dimensionality reduction method. LLE is performed by first solving for the location of each sample \( x_i \) in terms of its neighbors. For each sample, the neighbors are determined as all samples within a ball of specified radius centered on the sample or as the \( k \) nearest neighbors. A weight matrix \( W \) is obtained by determining the weights in a linear combination of neighbors that best reconstruct each sample,

\[
\begin{align*}
\min_{W} E(W) = & \sum_{j} \left\| x_i - \sum_{j} w_{ij} x_j \right\|^2 \\
\text{subject to} & \sum_{j} w_{ij} = 1 \quad \text{for every } i,
\end{align*}
\]

where \( W = (w_{ij}) \). This problem has a closed form solution and assures not only that each approximation \( x_i \approx \sum_j w_{ij} x_j \) lies in the subspace spanned by the \( k \) neighbors of \( x_i \) but also that the solution \( W \) is invariant to translation, rotation, and rescaling. These properties allow, by design, calculation of a linear mapping that is also invariant to translation, rotation, and rescaling. This mapping from the \( n \) data samples \( x_i \) to the low-dimensional embedding \( y_i \) is performed by minimizing the embedding cost function

\[
\Gamma = \sum_{i=1}^{n} \left\| y_i - \sum_{j=1}^{n} w_{ij} y_j \right\|^2.
\]

In this case, the weights \( w_{ij} \) are fixed and the low-dimensional coordinates are optimized. This is a quadratic minimization problem with a unique global minimum. It can be solved as a sparse \( n \times n \) eigenvalue problem where the bottom \( d \) nonzero eigenvectors provide the embedding (the bottom eigenvalue is zero). From Eq. (2), it can be seen that LLE assumes that a sample and its neighbors can be treated in a linear fashion. Global structure is maintained due to the overlap of neighbors in each local patch in the embedding cost function. A detailed description of LLE can be found in Refs. 59 and 62.

Because the low-dimensional representation is optimized directly in Eq. (3), no explicit maps are generated. Here, we use \( \Phi_{\text{NRM}} \) and \( \phi_{\text{NRM}} \) to perform mapping in terms of the initial Isomap reduction as described below.

D. Isomap

Isomap is an alternative nonlinear dimensionality reduction algorithm, first introduced in Ref. 40. The first step in the Isomap algorithm is to impose a graph structure \( G(V,E,W) \) on the input data set \( X \). Each sample \( x_i \in X \) is represented by a node \( v_i \in V \), and two nodes \( v_i \) and \( v_j \) are connected by an edge \( (v_i,v_j) \in E \) with weight \( w_{ij} \in W \) if \( x_i \) is a neighbor of \( x_j \). Neighbors are calculated in the same manner as performed in LLE. The weight of \( w_{ij} \) is given by the Euclidean distance between \( x_i \) and \( x_j \). The second step in Isomap involves computation of the shortest paths between all nodes in \( G \). These distances are stored pairwise in a matrix \( D_G \). The distance matrix \( D_G \) is intended to represent the distances between all samples on the manifold—the geodesic distances. Because these distances are Euclidean for each sample and its neighbors, Isomap makes the same assumption of local linearity as LLE. Unlike LLE, global distances between all neighbors are explicitly calculated with the graph approximation to geodesic distances.

Because all pairwise distances are available, multidimensional scaling (MDS) can be applied to \( D_G \) to perform a low-dimensional embedding. MDS is a variant of PCA that starts with a distance matrix \( D_G \), converts the distance matrix to an inner product matrix, and calculates the eigenvalue decomposition of the resulting matrix (see, e.g., Havel et al.\(^{55}\)). For the case presented here, this is performed by squaring each element in the distance matrix \( D_G \), double centering the resulting matrix, and performing the eigenvalue decomposition to give \( U P U^T \). The low-dimensional embedding is then given by \( Y = \hat{U} P \), where \( \hat{U}_{n \times d} \) is the matrix comprised by the first \( d \) columns of \( U \) corresponding to the eigenvectors with largest eigenvalues, and \( P_{d \times d} \) is the diagonal matrix containing the square roots of the largest \( d \) eigenvalues.

Like LLE, Isomap does not calculate explicit maps in order to perform an embedding. Here, we use \( \Phi_{\text{NRM}} \) and \( \phi_{\text{NRM}} \) to perform mapping in terms of the initial Isomap reduction as described below.

E. Autoencoder neural networks

An autoencoder performs dimensionality reduction via a bottleneck architecture neural network. Autoencoders were originally introduced sometime in the early 1990s,\(^{32}\) but they have not been widely applied due to the extreme difficulty of the optimization problem associated with training the resulting network. However, a method was recently proposed for pretraining an autoencoder neural network using a restricted Boltzmann machine (RBM) in order to accelerate the optimization process.\(^{58}\) This method was used to obtain impressive results on a very large benchmark data set of handwritten digits.

The autoencoder introduced in Ref. 58 consists of weighted sums and compositions of the well-known function \( \sigma(x) = 1/(1+\exp(x)) \). These functions are separated into distinct layers, with interconnections between functions in adjacent layers defining the network structure. At each layer in the network, inputs into the next layer consist of terms of the form \( \sigma(b_j + \sum_v w_{ij}) \), where \( b_j \) represents a bias, \( w_{ij} \) represents a weight, and \( v_i \) represents an input from the previous network layer. The inputs to the first layer are taken to be the components of the original vectors in our data set \( X = \{x_1, \ldots, x_n\} \). The weights and biases are then optimized such that the mean reconstruction error \( 1/n \sum_{i} \phi_{AE}(\Phi_{AE}(x_i)) \) is minimized (where \( \Phi_{AE} \) is the forward map and \( \phi_{AE} \) is the reverse map given by the network).

To provide an illustrative example, suppose we have a data set \( X \) with native dimension 784, for which we want to construct a two-dimensional (2D) embedding. We first define a network structure such as 784–1000–500–250–2, where the integers in the sequence represent the number of \( \sigma \) functions in each layer. When appropriately trained, this structure
will perform a reduction of 784-dimensional data to a two-dimensional embedding. The justification for the initial increase in dimension to 1000 is that because the σ functions are inherently binary, we may experience a loss of information when going from normalized data in [0,1] to values in 0,1; the possible loss of information resulting from this process is potentially counterbalanced by an initial increase in dimensionality. The encoding structure is then mirrored to a 2–250–500–1000–784 decoding network structure. The encoder and decoder networks are then joined and training is performed on the aggregate network.

As mentioned above, the optimization procedure for obtaining the autoencoder weights proceeds in two steps. In the first step, a RBM is trained. This training is performed for a user specified number of iterations. In the second step, the autoencoder weights are fine tuned using back propagation (BP). This step is also performed for a user specified number of iterations. In both cases a training set is used for the optimization and a test set is used to avoid overtraining. The training set is also split into batches to avoid overtraining, as well as to improve algorithm speed. During each iteration all of the batches are used in sequence.

The layers of the neural network and corresponding weights yield an analytic expression for both the forward (ΦAE) and reverse (φAE) maps that are optimized during training. This allows for future mapping of arbitrary points.

F. Neighbor reconstruction mapping

LLE and Isomap produce a low-dimensional embedding \( Y_{d\times n} = \{ y_1, \ldots, y_n \} \subset \mathbb{R}^d \) from the samples in \( X \) without generating an explicit map. Here, we have considered dimensionality reduction as a problem of finding the maps \( \Phi \) and \( \phi \) from training data. For LLE and Isomap, we accomplish this with the maps \( \Phi_{NRM}(X,Y,x) \) and \( \phi_{NRM}(X,Y,y) \) that allow for dimensionality reduction to be performed on future samples based on the initial embedding of training data. A natural choice for these maps is some method that retains the positioning of a sample relative to its neighbors in the training set. Because LLE and Isomap assume that a sample and its neighbors are locally linear, we can perform the mapping using a linear combination of a sample’s \( k \) neighbors,

\[
\Phi_{NRM}(X,Y,x) = \sum_{i=1}^{k} w_i y_i
\]

and

\[
\phi_{NRM}(X,Y,y) = \sum_{i=1}^{k} w_i x_i.
\]

That is, the training set neighbors for an arbitrary point \( x \) or \( y \) can be identified in the input dimensionality and used to determine the sample mapping based on their positions \( (x_i \) or \( y_i ) \) in the desired dimensionality. The question is how to choose the weights \( w_i \). The equations bear a strong resemblance to the reconstruction approach used in LLE [Eq. (2)], and it has been suggested that this same approach can be used to map new samples.\(^{62}\) In this case, \( w_i \) are determined in a least-squares optimization with a closed form solution.

There are issues in implementing this approach, however. For the case when the number of neighbors \( k \) is greater than the intrinsic dimensionality of the manifold, the solution for \( w_i \) is not unique. Because it can be desirable that \( k \) is variable and because the intrinsic dimensionality is not necessarily known a priori, it is not straightforward to decide when the problem must be conditioned to provide a unique solution. While this is worth investigating, for this work we have chosen \( w_i \) to be the inverse Euclidean distance between the sample and the neighbor \( i \). This approach allows for an arbitrarily high number of neighbors, however, will clearly fail in the case when a sample is outside the convex hull of its neighbors (due to the constraint that \( w_i \) is positive).

G. Estimating intrinsic dimensionality

We have described methods for obtaining a map \( \Phi(x): \mathbb{R}^D \rightarrow \mathbb{R}^d \) for dimensionality reduction. How do we determine \( d \)? One obvious choice is to determine some metric for quantifying the success of dimensionality reduction and evaluate the reduction performance at different embedding dimensionalities. For PCA and MDS, this metric can be the residual variance. The eigenvalues obtained in these approaches give the variance in each dimension, and therefore the sum of the \( d+1 \) to \( D \) eigenvalues is a measure of the variance that is not accounted for in the reduction. When this value is near zero, little is gained from adding a dimension. Although LLE also solves an eigenproblem, the eigenvalues obtained have been shown to be unreliable in determining \( d \).\(^{62}\)

An alternative metric utilized in Isomap\(^{40}\) is a geodesic distance correlation residual given by \( 1 - R^2(D_G,D_Y) \), where \( R^2(D_G,D_Y) \) is the correlation coefficient between geodesic distances \( D_G \) and distances in the low-dimensional space \( D_Y \). This metric requires knowledge of the geodesic distances, however. For linear subspaces, the geodesic distances are given by the Euclidean distances. Otherwise, a method for estimating the geodesic distances, such as the one provided in Isomap, must be utilized. As discussed earlier, a more general method that allows comparison between different algorithms is the reconstruction error.\(^{58,64}\)

The approaches listed above are often cited as methods for estimating the intrinsic dimensionality of a manifold. However, they all rely on dimensionality reduction methods that attempt an embedding of sample data in a space with lower dimensionality. Therefore, these approaches are really only suitable for estimating the smooth embedding dimensionality. This subtlety is important because the Whitney embedding theorem\(^{32}\) dictates that a smooth embedding of a \( d \)-manifold may require as many as \( 2d+1 \) dimensions. Knowledge of the smooth embedding dimensionality is desirable for performing dimensionality reduction. For determining the intrinsic dimensionality, however, methods such as local-PCA (Ref. 65) might be more accurate for manifolds with complex structure. This is because they do not rely on a single-coordinate embedding of the entire manifold.
H. Algorithm implementations

We have implemented each of the four dimensionality reduction algorithms in a high-speed, multithreaded C++ library for computing intrinsic dimensionality estimates, low-dimensional embeddings, and forward and reverse mappings. Multithreading was performed using OPENMP and through an interface to multithreaded BLAS and LAPACK routines available in the Intel Math Kernel Library (MKL). For PCA and Isomap, we performed eigendecomposition using the relatively robust representation algorithm. For LLE, the divide-and-conquer algorithm was used. As discussed above, our extended implementations of LLE and Isomap support computation of forward and reverse maps via reconstruction from neighboring points. When the geodesic distance graph in Isomap is disconnected, each connected component is embedded separately using MDS, yielding nonoverlapping regions in the low-dimensional embedding space. This allows for forward and reverse mappings in the case of disconnected graphs, but will produce erroneous results for extrapolation outside of any individual component.

I. Ring enumeration

For this work, we have utilized two approaches for sampling trans, trans-1,2,4-trifluorocyclo-octane conformations—a deterministic enumeration and MD simulation. For the former, we assume that bond lengths and angles are invariant, and therefore we only require an enumeration of carbon atoms in each conformation (hydrogen and fluorine atoms are at default positions). As will be described, this treatment is advantageous in that it allows for a dense sampling of all ring conformations regardless of energy. Additionally, the conformational space is known to be 2D. Because bond angles and lengths will exhibit small changes, we also perform analysis of samples obtained from MD simulation.

For ring enumeration, we set all eight bond lengths to a constant, canonical value, and all bond angles to the same value of 115°. There are eight free torsions, from which two are used as control parameters and sampled to a prescribed resolution. The remaining six torsions are adjustable variables, set by the requirement of loop closure. As is well known, the loop closure problem can be reduced to the solution of a generalized eigenvalue problem of degree 16, and thus there can be at most 16 solutions, corresponding to the real generalized eigenvalues. Our numerical results indicate that the solution manifold is smooth, in agreement with a recent study of the same problem by Porta et al. An earlier study of the problem given by Manocha and Xu was not carried out at a sufficient resolution to allow for a comparison.

We employed two distinct algorithms for this calculation in order to guard against algorithm related degeneracies: (1) our own implementation of Lee and Liang’s algorithm (LL) for the solution of the 7R problem of inverse kinematics and (2) the triaxial loop closure algorithm of Coutsias et al. (TLC). Both algorithms result in an optimal formulation as a generalized eigenproblem of degree 16, whose formulation and solution require less than 10 ms on a 2 GHz Pentium processor. Our results for the two algorithms were in close agreement for the case where torsions separated by two degrees of freedom, e.g., \( t_5 \) and \( t_6 \), were used as control parameters. Employing different combinations of control dihedrals produced alternative representations for the conformation space, which were shown by detailed pointwise comparison to be equivalent.

Some of the advantages of using this particular problem and data set are as follows. (1) The underlying manifold is smooth. (2) Its dimensionality is known, but its structure is nontrivial, although completely known in principle. (3) It is compact and can be completely bounded in torsion space: for any set of solutions, each of the torsions is bounded in a closed subinterval of \([-r^*, r^*] \), where \( r^* < 180° \). (4) However, the manifold does appear to have nontrivial topology (not proven), involving cycles in terms of generalized coordinates or pseudorotations. (5) Molecular dynamics studies may be employed to obtain local coverings of subsets of the manifold. (6) The data set is 2D to very high accuracy and provides a sufficiently fine cover of the manifold since the underlying eigenproblem is mostly very well conditioned. Although the actual minimal dimensionality of a smooth embedding is not known, it has a strict upper bound of five. (8) The structure of this manifold is of somewhat generic character, which may be expected to be found in any situation where localized torsional motions of constrained flexible molecular chains may occur.

J. Test data sets

The enumerated conformations were used to generate four sets of input data for use in testing the various dimensionality reduction algorithms. The DHA data set consists of samples encoding the conformations using ring DHAs, yielding a native dimensionality of 8. The CVT data set consists of samples encoding the conformations using the circular variable transform, in which each DHA is represented by a pair specifying the angle sine and cosine; the CVT data set has native dimensionality 16. Samples in the XYZ data set encode conformations using the Cartesian coordinates of the ring, hydrogen, and fluorine atoms, yielding native dimensionality 72. All atoms were initialized in default positions and then minimized in the MM3 force field to a RMS gradient of 0.01 kcal/mole Å with the ring atoms frozen. Minimization was performed using the program TINKER. Finally, samples in the IPD data set encode conformations using the interparticle distances between each distinct pair of atoms, yielding a native dimensionality of 276. For each conformation, we used the corresponding Cartesian encoding in the XYZ data set to calculate the MM3 intramolecular potential energy for each sample, again using TINKER.

III. RESULTS

A. Ring enumeration and clustering

The actual data set used for the present study employs torsions \( t_6 \) and \( t_6 \), a combination that was seen to give the simplest representation. This combination necessitated the use of the LL algorithm, as the TLC algorithm requires that the adjustor torsions form three coterminal pairs. The sampling of the control torsions was carried out at 0.5° incre-
mements, and the values of the adjustor and control torsions were tabulated for all alternative conformations. This particular representation was found to produce 0, 2, 4, or 6 solutions as the control torsions ranged in the intervals $t_k \in [-179.75^\circ, 180.25^\circ]$ and $t_k \in [180^\circ, 180^\circ]$, where solutions were found for $t_k \in [-131.25^\circ, 131.25^\circ]$ and $t_k \in [-131.5^\circ, 131.5^\circ]$. The domain of values that give a nonzero number of solutions was seen to be connected. Preliminary analysis of the conditioning of the eigenvalue problem indicates that the resolution was adequate to capture all bifurcations of real eigenvalues. Certain interesting confluences of eigenvalues and degeneracies were observed, independent of the algorithm employed, but were found to occur away from actual real eigenvalue bifurcations. A careful analysis of these data will be presented elsewhere.\textsuperscript{75} The calculation resulted in 1,031,644 conformations. By comparison, the detailed study reported by Porta et al.\textsuperscript{70} employed distance geometry methods, requiring roughly 4 months of computer time.

Uniform conformational sampling in the space given by two independent torsion variables does not yield uniform sampling in either Cartesian or dihedral space. To correct for this situation, we performed clustering on each of the four data sets generated from the enumeration, further subdividing the resulting samples into distinct training and test sets. Clustering was performed by randomly choosing a sample and adding it into the training or test set only if the Euclidean distance (with respect to a given encoding) to all other points in the selected set was greater than some threshold $d_i$; we repeated the process until all samples were evaluated. Because the training and test sets were generated independently, samples appearing in both sets were identified and removed from the test set. We used $d_i=0.12$ to construct the XYZ data set, resulting in 8375 and 8229 samples for the training and test sets, respectively. For the DHA data set, we used $d_i=0.04$, respectively, yielding 7830 and 7692 samples for the training and test sets. For the CVT data set, we used $d_i=0.01$, resulting in 7790 training set samples and 7678 test set samples. For the IPD data set, we simply calculated all of the interparticle distances from the XYZ data set to give training and test sets of 8375 and 8229, respectively.

### B. Empirical verification of manifold dimensionality

In order to verify that the manifold embedded in each native-dimensional space is indeed 2D, we performed a variant of local PCA,\textsuperscript{65} referred to here as point PCA, in order to estimate the intrinsic dimensionality. Taking the same approximations used in LLE and Isomap, we assume that a local region of a manifold given by a point and its $k$-nearest neighbors is approximately linear (local PCA differs from point PCA in that generalized clustering techniques such as vector quantization are used to determine locality). This assumption allows for estimation of intrinsic dimensionality by assessing the error in fitting each set of points to a lower-dimensional hyperplane. PCA can be utilized to perform this task; for a $d$-dimensional manifold, the residual variance should be near zero given an encoding with $d$ principal components. For example, in the present case of a two-dimensional manifold, the neighborhood of each point should reside on a two-dimensional plane, and therefore the variance in the data should be explained entirely by the first two principal components. This is shown in Fig. 1 for each of the data sets using $k=5$ (Euclidean) neighbors per point, varying the number of principal components from 1 to 6. It is desirable to keep the number of neighbors small in this type of approach in order to reduce the fits to local regions of a manifold, reduce the computational time required, and reduce the total number of samples required. It is important to note, however, that the residual variance at $k+1$ dimensions with PCA should always be zero. For example, in the case presented here, the residual variance at six dimensions in Fig. 1 should always be zero regardless of the intrinsic dimensionality. Therefore, the number of neighbors should always be adjusted to assure that it is higher than the intrinsic dimensionality.

### C. Algorithmic dimensionality reduction

We first evaluated each previously described dimensionality reduction algorithm considering only the ring (carbon) atoms in the various data sets. Our primary goal was to assess the ability of each algorithm to identify an embedded, low-dimensional manifold with low reconstruction error. For each combination of algorithm and data set, the training sets were used to compute forward and reverse maps for embedding dimensionalities ranging from 1 to 8. Each sample in the test set is mapped forward to the embedded manifold and subsequently reverse mapped to the native-dimensional space. Because it is difficult to directly compare the reconstruction error across disparate high-dimensional spaces, we utilize the mean molecular RMSD in Cartesian space as a comparative metric. Thus, each reverse-mapped native-dimensional encoding in the test set is (if necessary) converted to Cartesian coordinates, the resulting molecule is superimposed over the reference molecule, and the molecular RMSD between the two structures is calculated.

Several issues arise when converting samples from the DHA, CVT, and IPD data sets to Cartesian coordinates. For
the CVT data set, DHAs are calculated from the mean of the angles obtained from the arcsine and arccosine of the transformed variables. Because reconstruction error can lead to transformed variables with values greater than 1, all such variables were truncated to 1 in the reconstructed CVT data set to avoid a complex result from the inverse transform.

When translating IPD encodings to Cartesian space, a difficulty arises due to the fact that the distances do not necessarily preserve stereochemistry and therefore care must be taken in the embedding to prevent reflections that would alter the stereochemistry of the molecule through improper rotation as given by sign changes in the eigenvectors used for embedding.

The RMSD reconstruction error for each algorithm on all four data sets, over the range of experimental embedding dimensionalities, is shown in Fig. 2. For Isomap, the results are relatively insensitive to the number of neighbors $k$ chosen to form the adjacency graph; here, we use $k=5$. In contrast, the results for LLE were sensitive to the selection of $k$. We obtained the best results with $k=10$, which is the setting we used to obtain our experimental results. In the case of the autoencoder, a distinct test set is used during training to prevent overfitting. Here, approximately 20% of the samples in each baseline training set were used for this purpose. The RBM and BP batch sizes were, respectively, set to 200 and 100 in all runs. Further, 50 and 600 iterations were respectively used for RMB and BP training. The sizes of the network layers were set to $\{8 \ 16 \ 8 \ n\}$ for the DHA data set, $\{16 \ 32 \ 16 \ 8 \ n\}$ for the CVT data set, $\{72 \ 128 \ 64 \ n\}$ for the XYZ data set, and $\{276 \ 384 \ 64 \ n\}$ for the IPD data set; $n$ represents the target embedding dimensionality.

The results from Fig. 2 demonstrate that the XYZ and IPD encodings produce the most accurate dimensionality reductions in terms of reconstruction error. The improved accuracy relative to the DHA and CVT encoding can be attributed to two causes. First, conversion of DHAs to Cartesian coordinates requires atoms to be placed relative to previously positioned atoms, which can result in an amplification of error. Second, the change in conformation associated with a change in a DHA is not independent of the other DHAs. While the CVT encoding performed slightly better than the DHA encoding in the case of nonlinear reduction algorithms, there is a drastic difference in the two encodings under PCA. This can be explained by the fact that the CVT is itself a nonlinear transformation. The results from the XYZ and IPD data sets are overall very similar with the IPD encoding performing slightly better at low embedding dimensionalities and the XYZ encoding performing slightly better at high embedding dimensionalities.

With the exception of results at embedding dimensionalities equal to 1 on the CRT and IPD data sets, the nonlinear dimensionality reduction techniques significantly outperform the baseline linear PCA algorithm. LLE and Isomap yield very similar results. In all cases, the autoencoder obtains lower RMSDs at embedding dimensionalities of 1 and 2 than Isomap and LLE, but with Isomap and LLE outperforming the autoencoder at larger embedding dimensionalities. How-
ever, autoencoder performance could potentially be improved by a better parametrization or longer optimization.

The results in Fig. 2 concern the error associated with reconstruction of molecular Cartesian coordinates from a low-dimensional embedding space, which indirectly captures the ability of dimensionality reduction algorithms to both identify embedded manifolds and the associated bidirectional mapping to/from a native encoding. For certain applications, such as visualization of energy landscapes, this process—in particular the reverse map—is unnecessary and only a low-dimensional embedding of the training data is required. In this case, an alternative metric can be utilized: the geodesic distance correlation residual. This metric quantifies the correlation between (1) geodesic distances in the native high-dimensional space and (2) Euclidean distances in the embedded low-dimensional space. Geodesic distances are computed via the combination of adjacency graph construction and shortest-path computation that underpin the first phase of Isomap. Figure 3 illustrates the geodesic distance correlation residual (one minus the square of the standard correlation coefficient) for each of our four training sets; low-dimensional embeddings in all cases were obtained with Isomap. Under this metric, we find that the DHA and CVT encodings are slightly more effective at preserving the native geodesic distances in low-dimensional embeddings. Interestingly, the IPD encoding yields a dramatic improvement over alternative encodings for embedding dimensionalities of 3 and 4, potentially due to the fact that this encoding does not preserve stereochemistry.

Neither Fig. 2 nor Fig. 3 suggest an intrinsic dimensionality of 2 for any of the data sets, despite the fact that only two degrees of freedom were used in our data generation process. Although this would initially appear to be incorrect, we observe that the ring closure problem is multivalued in these two degrees of freedom, with multiple conformations corresponding to a single pair of torsion angles. Therefore, we cannot expect a successful embedding in only two dimensions. From the Whitney embedding theorem we can expect up to five dimensions to be required for a smooth embedding of the 2-manifold, and indeed, all nonlinear methods are able to embed each data set with minimal reconstruction error given four or five embedding dimensions. As discussed in Sec. II, this result provides an excellent example of the differences in estimating intrinsic dimensionality and embedding dimensionality.

This is illustrated nicely by the three-dimensional Isomap embedding of the XYZ data set shown in Fig. 4(a). The graphic shows a surface reconstruction of the embedding manifold in three dimensions; physical training samples are colored white. The manifold is essentially a two-dimensional hour-glass shaped surface that intersects a 2D ball shaped surface. Although the training samples are essentially embedded as a 2-manifold, singularities (at the surface intersections) result in a slightly elevated RMSD reconstruction error relative to other samples as shown for the XYZ data set in Fig. 2. While the error is relatively small (<0.1 Å), it is difficult to imagine a 2D embedding of this structure. The symmetrical structure of the manifold results from symmetry in the ring conformations (e.g., the relative position of fluorine atoms within a boat-chair conformation). Figure 4(b) shows, for example, all boat-chair conformations of the molecule on the inner surface of the hour-class substructure together with the crown and boat conformations on the outer surface of the ball-like substructure. The reference structures for Fig. 4(b) are taken from Evans and Boeyens, who present Cartesian coordinates of the canonical cyclooctane conformations originally described by Hendrickson. When hydrogen and fluorine atoms are included in the dimensionality reduction, a very similar embedding is obtained [Fig. 4(c)]. While the reconstruction error is higher for this
case at lower embedding dimensionalities, all nonlinear dimensionality reduction algorithms produce a low-error embedding in four to five dimensions (Fig. 5).

It is interesting to note that the singularities occur at relatively high energy conformations of the molecule [Fig. 4(c)]. For this reason, and also to evaluate the effects of sampling, we decided to perform tests on data generated from MD simulation rather than the enumerated conformations. In this case, bond angles and lengths are variable and high energy conformations are not sampled. Starting from 100 random conformations, MD simulations were performed in TINKER at 1.0 fs timesteps for 0.5 ns at 300 K with conformation samples taken every 0.5 ps. These results were then compiled and clustered as before using $d_t=0.7$ to produce a training set with 5167 samples and a test set with 3610 samples. A plot of the conformations sampled is shown in Fig. 6. Isomap and the autoencoder perform well, however, and are able to obtain good results at a dimensionality of 2. For the MD sampling, we do not obtain near-zero errors for any of the first eight dimensionalities. Because there is no constraint on bond angles or bond lengths within the ring, hydrogen and fluorine atoms are able to deviate from their minimum energy orientations, and the sampling is random.

The run times for training and mapping on a single CPU core are shown in Figs. 7 and 8. Although the autoencoder has a linear time complexity in the number of samples (assuming constant optimization iterations), its run times far exceed those for the other methods for the sample sizes investigated. In terms of high dimensionality, Isomap and LLE scale much better than the autoencoder and require smaller run times. For mapping, PCA and the autoencoder are orders of magnitude faster. Since LLE and Isomap do not provide explicit maps, neighbors must be calculated for every sample to perform mapping.

**IV. DISCUSSION AND CONCLUSIONS**

We have used an eight-membered ring to demonstrate the importance of nonlinear correlations in molecular motion and also to demonstrate the efficacy of automated algorithms for nonlinear dimensionality reduction. For high-dimensional encodings ranging from 8 to 276 dimensions, these algorithms are able to provide low-error embeddings within the theoretical limit of 5 dimensions. We have chosen a relatively small molecule for performing these tests in order to avoid sampling issues and to allow for a benchmark against results that can be obtained analytically. However, it is important to note that many of these same constraints can be utilized for larger molecules such as proteins. For example, a
similar loop closure constraint has been used for sampling flexible loops between rigid secondary structure elements in proteins.

DHAs have been proposed as a natural encoding for dimensionality reduction of molecular conformation due to the separation of internal degrees of freedom from overall motion. One issue with this approach is that sensitivity of DHAs to overall conformational changes within a molecule is not constant; relatively small changes in one DHA can cause drastic conformational changes while large changes in another can result in relatively little change. Here, an issue is that the conformational change resulting from deviation of one DHA is not independent of the other angles. A scheme for weighting DHAs based on conformational change is not trivial. For the case we studied, the use of DHAs (or the circular variable transform of these variables) resulted in poor reconstruction errors when a Cartesian RMSD is utilized as a metric. Interatomic distances provide another method of separating internal motion; however, they require an increase in the number of variables considered and an additional embedding must be performed to retrieve the Cartesian coordinates. Since it is relatively straightforward to remove any net rotation and translation of the entire molecule, we find a Cartesian coordinate representation to be the simplest approach for encoding molecular conformations.

We have evaluated three automated algorithms for non-linear dimensionality reduction. In general, the performance of LLE and Isomap was very similar for the case presented. LLE is attractive from a theoretical standpoint in that only local Euclidean distances are considered. From a numerical standpoint, however, we have found the algorithm difficult to implement due to numerical issues in solving for the smallest eigenvalues and the problem of solving for reconstruction weights when the number of neighbors is larger than the intrinsic dimensionality of the manifold. The autoencoder performed best at low dimensionalities, generates fast explicit forward and reverse maps, and considers reconstruction error explicitly in the objective function. The main drawback for the autoencoder is the excessive run times required when the input dimensionality is high. While we have improved this to some extent with a multithreaded implementation, algorithmic changes or a distributed-memory parallel implementation may be necessary for efficiently investigating large problems.

Despite their simplicity, dimensionality reduction on eight-membered rings involves two complications that make for an interesting benchmark case. First, although the ring closure problem is 2D and possible conformations lie on a 2-manifold in the high-dimensional space, the problem is multivalued and the manifold cannot necessarily be embedded in two dimensions. However, for the applications presented in this paper, a strict preservation of topology is not necessarily required; rather, it is desirable to obtain a low-error representation in as few dimensions as possible. Therefore, algorithms that provide an implicit or explicit mechanism for "manifold tearing" might be desirable. For example, improved results at two dimensions were obtained when only the low-energy MD results were used. A second issue involves symmetry in the molecule. Here, we have used a trisubstituted ring in order to avoid any symmetry issues. In practice, however, algorithms capable of detecting or enforcing symmetry might be beneficial.

Although we have focused dimensionality reduction approaches on the coordinated movements of molecules, dimensionality reduction in the general sense has been central to the field of molecular physics. Single particle representations for atoms, rigid-body approximations, and spherical and aspherical point-particle representations for groups of atoms have been utilized for some time to improve the efficiency of simulation and remain topics of current investigation.
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