Periodic solutions of a singularly perturbed delay differential equation
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ABSTRACT

A singularly perturbed differential delay equation of the form

\[ \epsilon \dot{x}(t) = -x(t) + f(x(t-1), \lambda) \]  

(1)

exhibits slowly oscillating periodic solutions (SOPS) near the first period-doubling bifurcation point of the underlying map (obtained by setting \( \epsilon = 0 \)). For extremely small values of \( \epsilon \), these periodic solutions resemble square waves, which consist of sharp, \( O(\epsilon) \) transition layers connecting intervals of approximately unit length. In this article, we obtain analytic expressions for these square-wave periodic solutions, by solving the corresponding transition layer equations, and show that they are in excellent agreement with numerical solutions for a range of values of \( \epsilon \) and \( \lambda \). We also derive analytic expressions for other periodic solutions which are odd harmonics of the SOPS, and numerically exhibit their instability near the first period doubling bifurcation point of the map. The numerical computations were performed using a high accuracy Chebyshev spectral scheme. We give a brief description together with a study of its accuracy and efficiency.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, a singularly perturbed delay differential equation of the form

\[ \epsilon \dot{x}(t) = -x(t) + f(x(t-1), \lambda) \]  

(2)

has served as a model for physiological control systems [22] and for the transmission of light through a ring cavity [15,19,17]. Here \( \dot{x} \) denotes the derivative of \( x \) with respect to the dimensionless time \( t (t = t'/r, \text{where} \ r \text{is the delay time}) \). \( \epsilon \equiv \tau/r > 0 \) is a small parameter defined as the ratio of the linear decay time \( \tau \) of the dependent variable to the delay and \( f(x, \lambda) \) represents a nonlinear function of \( x \) with \( \lambda \) being a control parameter. Setting \( \epsilon \) to 0 reduces Eq. (2) to a map:

\[ x_n = f(x_{n-1}, \lambda) \]  

(3)

whose dynamical properties are expected to reflect themselves in the solution of the differential equation, when \( \epsilon \) is small. Significant contributions to understanding the relationship between the behavior of the map and that of the flow of the differential equation (2) have been made by Chow and Mallet-Paret [7], Mallet-Paret and Nussbaum [24], Chow et al. [6] and Hale and Huang [14,13]. Mallet-Paret and Nussbaum [23,24] have shown that if the fixed point, \( x_0 = f(x_0, \lambda) \), of the map loses its stability through a period-doubling bifurcation as \( \lambda \) crosses a critical value \( \lambda_0 \) then, under certain conditions on \( f(x, \lambda) \), there exists an \( \epsilon_0(\lambda) > 0 \) such that for \( 0 < \epsilon < \epsilon_0 \), there is a slowly oscillating periodic solution (SOPS) to the differential equation (2) of period close to, but greater than, 2. A SOPS is a periodic solution, such that the interval between its successive zeroes (i.e. successive crossings with \( x_0 \)) is greater than 1. As \( \epsilon \) decreases from \( \epsilon_0 \) to 0 for a given \( \lambda \) close to \( \lambda_0 \), these solutions change their shape from sinusoidal to square-waves. The square-wave SOPS consist of sharp transition layers of order \( \epsilon \) connecting flat plateaus of order 1 that are close to the period-2 fixed points of the map.
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ARTICLE IN PRESS
Now, in the neighborhood of the fixed point $x_0$, one can expand a generic nonlinear function $f(x_0, \lambda)$ in a Taylor series about $x_0$. Let $x(t) = x_0(\lambda) + y(t)$, then Eq. (2) becomes,

$$\epsilon \dot{y}(t) + y(t) = a_1 y(t - 1) + a_2 y^2(t - 1) + a_3 y^3(t - 1) + \cdots$$

where $a_1 = f'(x_0, \lambda), a_2 = f''(x_0, \lambda)$ and so on. Thus the fixed point is shifted to 0, and the series can be truncated so that $f(x, \lambda)$ in (2) can be replaced by the first few nonlinear terms in the corresponding Taylor series. Chow et al. [6] make the specific assumption that

$$f(x, \lambda) = -f(-x, \lambda)$$

$$= - (1 + \lambda)x + x^3 + o(x^3)$$

as $x \to 0$

where for $\epsilon = 0$, the point $\lambda = 0$ corresponds to a period-doubling bifurcation point for the map. They then show that the SOPS of (2) are in one-to-one correspondence with the periodic solutions of a particular perturbed, planar Hamiltonian system, obtained by an application of the theory of center manifolds. Further, they show that in the limit ($\lambda, \epsilon \to 0$, the period of the square-wave solutions can be expressed as $2 + 2\epsilon + o(\epsilon(\lambda + |\lambda|))$.

Chow and Mallet-Paret [7] obtain a similar result for the period of square-wave SOPS in the case of a cubic nonlinearity as in (5), by a different approach than Chow et al. [6]. They formulate a set of coupled delay-differential equations modeling the sharp transition layers, and solve them using a two parameter perturbation expansion. The resulting leading order ordinary differential equation is exactly the unperturbed Hamiltonian equation obtained by Chow et al. [6].

More recently, Erneux et al. [10] used a modified Poincaré–Lindstedt method to solve the original delay-differential equation (2) with a generic non-linearity, in both small as well as large delay limits, near the first period-doubling bifurcation. They compare the analytical and numerical bifurcation diagrams as the oscillations progressively change from sine-to-square waves.

In this paper, we consider the following equation,

$$\dot{x}(t) = -x(t) + \lambda x(t - 1)(1 - x(t - 1)).$$

Logistic nonlinearity is chosen, because we are interested in studying the periodic solutions of (2) in the neighborhood of $x_0$. In this region, as shown in (4), any generic nonlinear function $f(x, \lambda)$ can be approximated by a quadratic nonlinearity. One can then scale $x(t)$ appropriately, so that the corresponding equation reduces to (6) leading order. Since the logistic map undergoes its first period-doubling bifurcation at $\lambda = 3$, it can be shown that it satisfies the conditions for the existence of slowly oscillating periodic solutions of (6) in the neighborhood of $\lambda = 3$.

The square-wave solutions of (6) near $\lambda = 3$ exhibit a peculiar asymmetry. If one measures the time intervals between three successive crossings of the square-wave solution with the average of the period-2 fixed points of the map, one of them turns out to be $\sim 1 + 2\epsilon$, while the other is $O(1)$. Taking note of this observation, we formulate the corresponding transition layer equations and solve them using an approach similar to the one used by Chow and Mallet-Paret [7]. By employing a two-parameter perturbation expansion in $\epsilon$ and $\sigma = \sqrt{\lambda - 3}$ for the two “half-periods”, and using an appropriate scaling between $\epsilon$ and $\sigma$, we obtain analytic expressions for the square-wave SOPS in the neighborhood of the first period-doubling bifurcation point of the map. The leading order equation again represents the unperturbed Hamiltonian system obtained by Chow et al. [6] and Hale and Huang [13], however, it does not explain the observed asymmetry in the solution. We calculate the next order correction, which not only explains this asymmetry, but also gives a much better agreement between the overall analytic expression and the form of the solutions obtained by integrating (6) numerically. An accurate expression for the period of these solutions, as a function of $\epsilon$ and $\lambda$, is also obtained.

Further, we use our approach to obtain analytic expressions for other periodic solutions of (6) which can be considered as odd harmonics of the SOPS. By using the leading order approximations for these solutions as initial functions over the interval $[-1,0]$, we integrate (6) numerically to show that, in the neighborhood of the first period-doubling bifurcation point of the map, these initial functions are eventually attracted to the SOPS and not to the odd harmonic periodic solutions.

Our derivation of the asymptotic expressions for the square-wave SOPS is not limited to the specific logistic nonlinear functional form used in Eq. (6). It can be generalized to any generic nonlinearity as sketched in Appendix A.

Numerical integration of (6) is done using an efficient spectral algorithm based on a method devised by Coutsias et al. [9,8] to integrate ordinary differential equations with rational function coefficients. The algorithm is outlined in Appendix B, and its accuracy in obtaining periodic solutions of linear scalar delay-differential equations as well as the square-wave solutions of (6) is compared with that of RADAR5 [12], a state-of-the-art Runge–Kutta method.

The paper is organized as follows: In Section 2, we re-derive the Hopf bifurcation curve relating $\lambda$ and $\epsilon$ and the transition layer equations. The main result of this paper is presented in Section 3, in which we derive analytic expressions for the square-wave SOPS in terms of elliptic functions using a perturbation analysis, and show the agreement between the analytical and the numerical results for different values of $\lambda$ and $\epsilon$. Section 4 deals with the odd-harmonic solutions and their stability, and we discuss our results and compare the scaling used by us with the one used by Erneux et al. [10] in the final section.

2. Background

2.1. Fixed points of the logistic map

The logistic map is given by

$$x_n = \lambda x_{n-1}(1 - x_{n-1}).$$

It has two fixed points at 0 and at $x_0(\lambda) = 1 - \frac{1}{\lambda}$. For $0 < \lambda < 1$, only the trivial fixed point is stable. For $1 \leq \lambda < 3$, the trivial fixed point is unstable and only $x_0(\lambda)$ is stable. At $\lambda = 3$, $x_0$ becomes unstable and goes through a period-doubling bifurcation giving rise to two period-2 fixed points $x_+$ and $x_-$ given by

$$x_\pm = a \pm b; \quad a = \frac{\lambda + 1}{2\lambda}; \quad b = \frac{\sqrt{(\lambda + 1)(\lambda - 3)} - 1}{2\lambda}.$$
Thus if Eq. (7) is written as
\[ x(t) = \lambda x(t - 1)(1 - x(t - 1)) \]  
then as \( \lambda \) crosses the value 3, the steady state solution \( x(t) = x_0 \) loses stability to a periodic solution of period 2. This periodic solution becomes unstable at \( \lambda \approx 3.45 \) and bifurcates into a period-4 solution which, as \( \lambda \) increases further, bifurcates into a period-8 solution and so on, thus following a period-doubling route to chaos.

2.2. The Hopf bifurcation curve

As the logistic map undergoes its first period-doubling bifurcation, the solution to the delay equation (6) also exhibits a Hopf bifurcation from a stationary state \( x(t) = x_0 \) to a SOPS of period approximately equal to 2. However, the value of \( \lambda \) at which this bifurcation occurs depends on the value of \( \epsilon \). Chow and Mallet-Paret [7] show that the constant solution \( x(t) = x_0 \) loses its stability along a curve in the \( \lambda - \epsilon \) plane. This section derives an expression for this curve relating \( \lambda \) and \( \epsilon \) in the limit \( (\lambda, \epsilon) \rightarrow (3, 0) \) [3,26].

Linearizing equation (6) about the fixed point \( x_0 \) of the map gives,
\[ \epsilon \dot{y}(t) + y(t) - \alpha y(t - 1) = 0 \]  
where \( x(t) = x_0 + y(t) \) and \( \alpha = \alpha(\lambda) = \lambda(1 - 2x_0) = 2 - \lambda \). The characteristic equation of Eq. (10), obtained by substituting \( y(t) = e^{\lambda t} \), has exactly two roots with zero real part while other roots have negative real parts when \( \epsilon, \alpha \) satisfy the equations
\[ \tan(\omega_0) = -\epsilon \omega_0; \quad \epsilon^2 \omega_0^2 = \alpha^2 - 1 \]  
where \( 0 < \omega_0 < \pi \) is the frequency of the SOPS. In the asymptotic limit, as \( \epsilon \rightarrow 0, \omega_0 \rightarrow \pi \) which corresponds to the period-2 solution of the map.

Let \( \sigma = \sqrt{2 - \lambda} \), then \( \alpha \) in Eq. (11) can be written as \( \alpha = -(1 + \sigma^2) \). Hence the second of Eq. (11) becomes,
\[ \epsilon_0^2 \omega_0^2 = 2\sigma^2 + \sigma^4 \]  
Close to \( \lambda = 3 \), the bifurcation point of the map, \( \sigma \) is small and hence \( \omega_0 \approx \pi \). One can then ignore \( O(\sigma^4) \) term in the above equation and write
\[ \epsilon_0 \approx \frac{\sqrt{2}}{\pi} \sigma = \frac{\sqrt{2}}{\pi} \sqrt{\lambda - 3} \]  
Thus for a given \( \lambda > 3 \), there exists an \( \epsilon_0 \) such that for \( 0 < \epsilon < \epsilon_0 \), there exist SOPS to Eq. (6). Conversely, for a given \( \epsilon > 0 \) (delay), such solutions exist, only above a certain value of \( \lambda \) given by (13). Eq. (13) is plotted in the left side of Fig. 1. In the limit, \( (\lambda, \epsilon) \rightarrow (3, 0) \), the constant solution \( x(t) = x_0 \) loses its stability along this Hopf bifurcation curve, giving rise to an asymptotically stable SOPS, when \( \lambda = \epsilon \) takes values to the right of this curve, as shown by Chow and Mallet-Paret [7]. The shape of the SOPS is sinusoidal near this curve i.e. when \( \epsilon = O(\sigma) \), however, as shown in the right side of Fig. 1, it resembles a square-wave when \( \epsilon = O(\sigma^2) \) or smaller. Here, \( x(t) \) is scaled linearly so that \( x_0 = 0 \). An important thing to note is the marked difference in the amplitudes of the two solutions for the same value of \( \lambda \), clearly indicating its dependence on the value of \( \epsilon \).

2.3. The transition layer equations

A typical asymptotic form of a square-wave SOPS is shown in Fig. 2. If, for any integer \( n \), \( t_{2n} \) and \( t_{2n+1} \) denote the time instants when the solution crosses \( a_t \), the average of two period-2 fixed points \( x_+ \) and \( x_- \), with negative and positive slopes respectively, then we define the two “half-periods”, \( 1 + \delta_1 \) and \( 1 + \delta_2 \) as:
\[ t_{2n} - t_{2n-1} = 1 + \delta_1 \quad \text{and} \quad t_{2n+1} - t_{2n} = 1 + \delta_2 \]  

Thus the period of the waveform in Fig. 2 is given by \(2 + \delta_1 + \delta_2\). Now one can define

\[
U(t) = x(t); \quad V(t) = x(t - 1 - \delta_1).
\]

Then the periodicity of the waveform implies,

\[
U(t) = V(t - 1 - \delta_2) = V(t + t + \delta_1); \quad U(t - 1) = V(t + \delta_1)
\]

\[
V(t) = U(t - 1 - \delta_1) = U(t + 1 + \delta_2); \quad V(t - 1) = U(t + \delta_2).
\]

Substituting in (6) gives,

\[
eU'(t) + U(t) = f(\lambda, V(t + \delta_1))
\]

\[
eV'(t) + V(t) = f(\lambda, U(t + \delta_2))
\]

where, again, \(f(x, \lambda) = \lambda x(1 - x)\). In the asymptotic limit \(\epsilon \to 0\), these equations, describe the transition layers that connect the almost flat regions of the square-wave solution [7].

3. Analytic expressions for slowly oscillating periodic solutions

We now solve the transition layer equations using a Poincaré-Lindstedt method in a similar fashion, as done by Chow and Mallet-Paret [7], except, instead of taking an asymptotic limit \(\epsilon \to 0\), we demand periodic solutions to the equations [3]. First, \(\delta_1\) and \(\delta_2\) are assumed to have the following expansions in terms of \((\epsilon, \sigma)\):

\[
\delta_1 = \epsilon(c_{10} + c_{11}\sigma + c_{12}\sigma^2 + \cdots) + \epsilon^3(c_{10} + c_{11}\sigma + c_{12}\sigma^2 + \cdots) + O(\epsilon^3)
\]

\[
\delta_2 = \epsilon(b_{10} + b_{11}\sigma + b_{12}\sigma^2 + \cdots) + \epsilon^3(b_{10} + b_{11}\sigma + b_{12}\sigma^2 + \cdots) + O(\epsilon^3)
\]

Thus the expression for the period of the solution becomes:

\[
T = 2 + \delta_1 + \delta_2
\]

\[
= 2 + \epsilon(c_{10} + c_{11}\sigma + c_{12}\sigma^2 + \cdots) + \epsilon^3(c_{10} + c_{11}\sigma + c_{12}\sigma^2 + \cdots) + O(\epsilon^3),
\]

where, \(c_{ij} = a_i + b_i\). Since the periodic solution to the original Eq. (6) is referenced from the value \(a\), it makes sense to write the transition layer equations in terms of \(u(t)\) and \(v(t)\) which are defined as:

\[
U(t) = a - bu(t); \quad V(t) = a + bu(t).
\]

Then the transition layer equations take the form:

\[
eu'(t) + u(t) = v(t + \delta_1) + \mu(v^2(t + \delta_1) - 1)
\]

\[
ev'(t) + v(t) = u(t + \delta_2) - \mu(u^2(t + \delta_2) - 1)
\]

where, \(\mu = \lambda b\):

\[
\mu = \sqrt{\frac{\lambda + 1}{2}} = 1 + \frac{\sigma^2}{128} + O(\sigma^7).
\]

Next, the time variable is transformed to \(s = \frac{t}{\sigma} \), so that the period of the solution in terms of \(s\) is \(\sigma / \epsilon\). This changes the transition layer equations to

\[
\sigma u(s) + Tu(s) = Tv(s + \xi_1) + T\mu(u^2(s + \xi_1) - 1)
\]

\[
\sigma v(s) + Tu(s) = Tu(s + \xi_2) - T\mu(u^2(s + \xi_2) - 1)
\]
where \( \xi_1 = (\sigma \delta_1)/(\epsilon T) \) and \( \xi_2 = (\sigma \delta_2)/(\epsilon T) \). Now \( u(s) \) and \( v(s) \) are expanded in terms of \( \sigma \):

\[
\begin{align*}
u(s) &= u_0(s) + \sigma u_1(s) + \sigma^2 u_2(s) + \sigma^3 u_3(s) + O(\sigma^4) \\
u(s) &= u_0(s) + \sigma v_1(s) + \sigma^2 v_2(s) + \sigma^3 v_3(s) + O(\sigma^4).
\end{align*}
\]

As shown in Eq. (13) in the last section, these SOPS exist for \( \epsilon \approx (\sqrt{2}/\pi)\sigma \) or smaller. Further, we are primarily interested in obtaining a functional form of the square-wave solutions, which exist away from the Hopf-bifurcation curve. Hence we choose \( \xi \) where

\[
u(s) = u_0(s) + \sigma u_1(s) + \sigma^2 u_2(s) + \sigma^3 u_3(s) + O(\sigma^4).
\]

In the singular limit, i.e. \( \epsilon = 0 \), it can be easily shown that \( u_0(s) \) is the modulus of the elliptic integral of the first kind. \( k \) and the complementary modulus \( k' \) are given by:

\[
k^2 = 1 - \frac{\eta}{1 + \eta} , \quad k'^2 = 1 - k^2 = \frac{2\eta}{1 + \eta} .
\]

Hence \( u_0(s) = v_0(s) \) can be written as

\[
u_0(s) = u_0 - \text{sn}(c_1 u_{0+}, s, k) = \sqrt{1 - \eta} \text{sn} \left( \frac{2}{1 + \eta} s, k \right).
\]

Here \( \text{sn}(z, k) : z = 2(1 + \eta) s, \text{sn}(z, k) \) is the Jacobi elliptic function.
3.1. Calculation of η

The period of \( u(t) \) is \( \sigma/\epsilon \). Hence the quarter period \( K(k) \) (the complete elliptic integral of the first kind) of \( \text{sn}(z, k) \) is

\[
\frac{1}{2} \sqrt{1 + \frac{\sigma}{\epsilon}} = K(k); \quad k^2 = \frac{1 - \eta}{1 + \eta}. \tag{34}
\]

For a given value of \( \sigma \), as \( \epsilon \to 0 \), \( \eta \to 0 \) and \( k \to 1 \), and the solutions become more square-wave like. In this case, there is an asymptotic expression for \( K(k) \) [2,5]:

\[
\lim_{k \to 1} K = \ln(4/k) \tag{35}
\]

which implies,

\[
\eta = \frac{8 \exp(-2K)}{1 - 8 \exp(-2K)} = \frac{8 \exp \left( -\sqrt{1 + \eta \sigma / \epsilon} \right)}{1 - 8 \exp \left( -\sqrt{1 + \eta \sigma / \epsilon} \right)} \tag{36}
\]

3.2. The first order corrections

The equations for \( u_1(t) \) and \( v_1(t) \) turn out to be:

\[
u_1'' + 8(1 - 3u_0^2)u_1 = -2(4/3 + \gamma_2)u_0 + 8u_0 u_0' - 4\eta^2
\]

\[
u_1'' + 8(1 - 3u_0^2)u_1 = -2(4/3 + \gamma_2)u_0 + 8u_0 u_0' + 4\eta^2.
\]

Here, \( \gamma_2 = c_{12} + c_{20}, \ u_0'(s) = u_0'(s) \) is clearly a solution to the homogenous part of each of these two equations.

First, we try to find the value for \( \gamma_2 \). The solvability condition for Eq. (37) requires,

\[
-2(4/3 + \gamma_2) \int_0^{\sigma/\epsilon} u_0^2(s)ds + 8 \int_0^{\sigma/\epsilon} u_0^2(s)u_0'(s)ds - 4\eta^2 \int_0^{\sigma/\epsilon} u_0'(s)ds = 0. \tag{39}
\]

Let \( \Gamma = -(4/3 + \gamma_2) \). Then Eq. (39) implies,

\[
\int_0^{\Gamma} \sin^2(z)dz((1 - \eta)\int_0^{\Gamma} \sin^2(z)dz) \int_0^{\Gamma} \sin^2(z)dz = 0. \tag{40}
\]

These integrals can be done analytically [5] yielding,

\[
\gamma_2 = c_{12} + c_{20} = -\frac{8}{15} - \frac{12}{5} \eta^2 \frac{(K(k) - E(k))}{(E(k) - \eta K(k))}. \tag{41}
\]

Here, \( E(k) \) is the complete elliptic integral of the second kind given by,

\[
E(k) = \int_0^{K} (\sin^2(u))du = \int_0^{\pi/2} \sqrt{1 - k^2 \sin^2(\theta)}d\theta. \tag{42}
\]

Thus, given \( \sigma \) and \( \epsilon \), the values of \( \eta, k, K(k) \) and \( E(k) \) and hence \( \gamma_2 \) and a more accurate value for the period of these solutions can be found.

Numerical evidence suggests that \( c_{20} \approx 0 \) (\( a_{20} \) and \( b_{20} \) individually are not zero). Thus the expression for the period becomes,

\[
T = 2 + \epsilon \left( 2 + c_{12} \sigma^2 + O(\sigma^4) \right); \quad c_{12} = -\frac{8}{15} - \frac{12}{5} \eta^2 \frac{(K(k) - E(k))}{(E(k) - \eta K(k))}. \tag{43}
\]

In the limit \( \epsilon \to 0 \), since \( \eta \sim \exp(-2K) \) and \( K \gg E \), it is clear from (41) that \( c_{12} \approx -8/15 \). Hence, an analytic expression for the period of the square-wave SOPS can be written as:

\[
T \approx 2 + 2\epsilon \left( 1 - \frac{4}{15} \sigma^2 + O(\sigma^4) \right). \tag{44}
\]

This is exactly the expression that Chow and Mallet-Paret [7] have derived for the period of the square-wave solution in the limit \( \epsilon \to 0 \).

Given \( \gamma_2 \), we proceed to find a particular solution to Eq. (37). It turns out that the equations as written in the form given in (37) and (38) are not exactly solvable. Hence, since the equations are linear, we separate each equation into two parts, one of which is solvable analytically, while the other is solved numerically, i.e.

\[
u_1(s) = u_{1c}(s) + u_{1...}(s); \quad v_1(s) = u_{1s}(s) + u_{1+}(s) \tag{45}
\]

where the common function \( u_{1c} \) satisfies the equation

\[
u_1'' + 8(1 - 3u_0^2)u_{1c} = -2(4/3 + \gamma_2)u_0 + 8u_0 u_0' \tag{46}
\]

and \( u_{1s} \) satisfies:

\[
u_{1s}'' + 8u_0 u_0' + 8u_0 u_0' = \pm 4\eta^2 \tag{47}
\]
The numerical solution and the expression as given in Fig. 3 is thus, in the limit $\epsilon \to 0$, $\eta \sim \exp(-\sigma/\epsilon) \to 0$ and the amplitude of $x(t)$ differs from $b$ – the amplitude of the period-2 solution of the map – by an exponentially small term. As $\epsilon$ is increased, $\eta$ increases and the amplitude of the solution begins to drop. In the other limit, as $\epsilon \to \epsilon_0(\sigma)$, the Hopf bifurcation value for a given $\sigma$, $\eta \to 1$ and the amplitude of the solution $\to 0$. This is expected, since according to the linear theory, these slowly oscillating periodic solutions do not exist if $\epsilon$ exceeds beyond $\epsilon_0(\sigma)$.

\begin{equation}
\begin{align*}
u_{1\pm}(s) &= \pm \left( \sqrt{1 - \eta^2} \right) \left( \frac{dn^2(z) + k^2cn^2(z)}{4k} - \frac{cn(z)dn(z)}{2} \right). \\
u_{1c} &= \text{is solved numerically using a spectral code and added to } u_{1\pm} \text{ to calculate } u_1 \text{ and } v_1. \text{ The numerical algorithm for the spectral code is outlined in Appendix C.}
\end{align*}
\end{equation}

3.3. Comparison of analytic results with numerical ones

Thus the analytic form of a SOPS can be written as

\begin{equation}
x(t) = a \pm b \left( u_0(t) + \sigma(u_{1c}(t) + u_{1\pm}(t)) + O(\sigma^2) \right) \tag{49}
\end{equation}

where

\begin{equation}
u_0(t) = \sqrt{1 - \eta} \sin \left( \frac{2\sigma}{\epsilon T} \sqrt{1 + \eta} t, k \right) : \quad k^2 = \frac{1 - \eta}{1 + \eta} \tag{50}
\end{equation}

\begin{equation}
u_{1\pm}(t) = \pm \left( \sqrt{1 - \eta^2} \right) \left( \frac{dn^2(z, k) + k^2cn^2(z, k)}{4k} - \frac{cn(z, k)dn(z, k)}{2} \right) \tag{51}
\end{equation}

with $z = (2\sigma \sqrt{1 + \eta} t)/\epsilon T, u_{1c}(t)$ is obtained numerically by solving the equation:

\begin{equation}
u_{1c}(s) + 8(1 - 3u_0^3(s))u_{1c}(s) = -2(4/3 + \gamma_2)u_0'(s) + 8u_0^3(s)u_0'(s); \tag{52}
\end{equation}

with $s = (\sigma t/\epsilon T)$. Finally the period of each of $u_0(t), u_{1c}(t)$ and $u_{1\pm}(t)$ and hence of $x(t)$ is given by

\begin{equation}T = 2 + \epsilon \left( 2 + c_{12} \sigma^2 + O(\sigma^3) \right); \quad c_{12} = -\frac{8}{15} - \frac{12}{5} \gamma_2 \frac{K(k) - E(k)}{E(k) - \eta K(k)}. \tag{53}\end{equation}

We integrated the original delay equation (6), using the spectral algorithm outlined in Appendix B, and then compared the resulting SOPS over a period with the corresponding semi-analytic expression given above, by calculating the elliptic functions in MATLAB. The left side of Fig. 3 plots the numerical solution and the expression (49) over a single period in the two limits when the solution is sinusoidal and square-wave. The right side of Fig. 3 shows the difference between the solutions on equally spaced points over a period. The maximum difference is $O(\sigma^3)$ as expected, since $b$ in (49) above is $O(\sigma)$. Table 1 shows the maximum difference between the solutions over a period for four values of $\lambda$, close to the bifurcation value of the map and six values of $\epsilon$. The maximum difference is $O(\epsilon^3)$ as expected.

Thus for a given $\sigma$ and $\epsilon$, $\eta$ can be calculated, using (34) which in turn gives $k$, the modulus of the elliptic functions, and hence an approximate solution to the original delay equation (6). In fact, the value of $\eta$ depends on the ratio of $\sigma$ to $\epsilon$ and it is this ratio that determines the shape of the solution and, in particular when the solution looks like a square-wave, the shape and the thickness of the transition layers connecting the plateaus in the solution. Fig. 4 plots $u_0(t)$ and $\sigma v_1(t) = \sigma (u_{1c}(t) + u_{1\pm}(t))$ and $\sigma v_1(t) = \sigma (u_{1c}(t) + u_{1\pm}(t))$ for a particular choice of parameters $(\lambda, \epsilon)$. It is clear that the amplitude of the approximate solution is determined by $u_0(t)$, while addition of $\sigma u_{1c}(t)$ and $\sigma v_1(t)$ primarily contributes to the observed inequality in the half-periods of the solution by shifting the zero of $u_0(t)$ away from $T/2$.

Now the amplitude of $x(t)$, as given in (49) is thus, $b \sqrt{1 - \eta^2}$. Thus, for a given $\sigma$, in the limit $\epsilon \to 0$, $\eta \sim \exp(-\sigma/\epsilon) \to 0$ and the amplitude of $x(t)$ differs from $b$ – the amplitude of the period-2 solution of the map – by an exponentially small term. As $\epsilon$ is increased, $\eta$ increases and the amplitude of the solution begins to drop. In the other limit, as $\epsilon \to \epsilon_0(\sigma)$, the Hopf bifurcation value for a given $\sigma$, $\eta \to 1$ and the amplitude of the solution $\to 0$. This is expected, since according to the linear theory, these slowly oscillating periodic solutions do not exist if $\epsilon$ exceeds beyond $\epsilon_0(\sigma)$.
and then show that they are not stable against small perturbations, 

\[ \text{at a particular value of the delay whose period is exactly 1} \]

has the period \( T \), \( r \)

\[ \lambda \mathrm{d} x(t) / \mathrm{d} t = \sigma (x(t) - x(t - 1)) \]

there exist solutions other than the fundamental period-2 solution given by \( x(t) = x_+ \) for \( t \in I^2 \) and \( x(t) = x_- \) for \( t \in I^{2m+1} \), where \( I^n = (m, m + 1) \). These other solutions, called the fissured solutions of \( n \)th degree \((n:\text{odd})\) by Ikeda et al. [20], are given by \( x(t) = x_k \) for \( t \in I^{2m} \) and \( x(t) = x_\ell \) for \( t \in I^{2m+1}_k \), where \( I_k^n = (m + t_{k-1}, m + t_k) \), for \( 1 \leq k \leq (n + 1)/2 \), is the \( k \)th of the \( n \) subsections of \( I^n : I_1^n = (m, m + 1), I_2^n = (m + t_1, m + t_2), \ldots, I_n^n = (m + t_{n-1}, m + 1) \) for an arbitrary sequence \( \{t_i\} \) of \( t \) satisfying \( 0 < t_1 < t_2 < \cdots < t_{n-1} < 1 \). Clearly, there are infinitely many fissured solutions of a given degree. In the case of the delay equation (6) though, only a finite number of other solutions, which are the odd harmonics of the SOPS, can exist for a given value of \( \epsilon \) and \( \lambda \). In this section, we derive analytic expressions for these odd harmonics of (6) and then show that they are not stable against small perturbations, in the neighborhood of the first period-doubling bifurcation point of the map.

The existence of these odd harmonic solutions of Eq. (2) can be seen very easily [17,21,16,18], by transforming Eq. (2) to

\[ \dot{x}(t) = -x(t) + f(x(t - r), \lambda) \]

where \( r = 1/\epsilon \) is the value of the delay. Let us assume, that for a particular set of values of \( \lambda \) and \( r \), there exists a SOPS, denoted by \( x_r(t) \), whose period is given by \( T(r) = 2r + c(\lambda) \), according to (53). Here \( c \) is a constant which depends only on \( \lambda \) as the period depends only linearly on \( \epsilon = 1/r \).

In this case, one can write, for some integer \( n \),

\[ \dot{x}_n(t) = -x_n(t) + f(x_n(t - r - nT(r), \lambda)) \]

which implies that \( x_n(t) \) is a solution of (55) for a higher value of delay \( r_n = r + nT(r) \). However, clearly, \( x_n(t) \) is not the SOPS of (57) as the SOPS, \( x_{n_0}(t) \), of (57) has the period

\[ T(r_0) = 2r_0 + c(\lambda) = (2n + 1)T(r) \]

This means, that \( x_n(t) \) is the \((2n + 1)\)th harmonic solution of (57), whose period is exactly \( 1/(2n + 1) \) times the period of the SOPS of (57). Thus for a given value of \( \lambda \), a SOPS of the delay equation (55) at a particular value of the delay \( r(\epsilon) \) is an odd harmonic solution of order \( (2n + 1) \) of the equation with a higher \((\text{lower})\) value of delay \( r(\epsilon) \). Conversely, for a given set of values of \( \lambda \) and \( \epsilon \), several odd-harmonic solutions can co-exist with the SOPS, if \( \epsilon \) is sufficiently smaller than \( \epsilon_0(\lambda) \), the value at which the SOPS is born. Clearly, there is a maximum number of these odd-harmonic solutions that can co-exist at these values of \( \lambda \) and \( \epsilon \), because an odd harmonic solution of order \((2n + 1)\) for this set \((\lambda, \epsilon)\) is a SOPS of \((\lambda, \epsilon_n)\), where \( \epsilon_n \) must be smaller than \( \epsilon_0(\lambda) \) for it to exist.

The difference, as expected, is \( O(\sigma^1) \).

Table 1

<table>
<thead>
<tr>
<th>( \sigma ) = 0.05</th>
<th>Max. diff.</th>
<th>( \epsilon )</th>
<th>Max. diff.</th>
<th>( \sigma ) = 0.15</th>
<th>Max. diff.</th>
<th>( \epsilon )</th>
<th>Max. diff.</th>
<th>( \sigma ) = 0.2</th>
<th>Max. diff.</th>
<th>( \epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>8.92E-05</td>
<td>0.02</td>
<td>3.22E-04</td>
<td>0.03</td>
<td>7.6E-04</td>
<td>0.04</td>
<td>2.01E-03</td>
<td>0.05</td>
<td>0.0034</td>
<td>8.98E-04</td>
</tr>
<tr>
<td>0.005</td>
<td>3.92E-05</td>
<td>0.01</td>
<td>2.60E-04</td>
<td>0.015</td>
<td>7.09E-04</td>
<td>0.02</td>
<td>1.47E-03</td>
<td>0.005</td>
<td>0.0075</td>
<td>3.03E-04</td>
</tr>
<tr>
<td>0.0034</td>
<td>2.68E-05</td>
<td>0.0067</td>
<td>2.12E-04</td>
<td>0.01</td>
<td>6.04E-04</td>
<td>0.013</td>
<td>1.29E-03</td>
<td>0.0025</td>
<td>0.006</td>
<td>3.22E-04</td>
</tr>
<tr>
<td>0.0025</td>
<td>3.26E-05</td>
<td>0.005</td>
<td>9.84E-05</td>
<td>0.0075</td>
<td>3.03E-04</td>
<td>0.01</td>
<td>8.11E-04</td>
<td>0.002</td>
<td>0.004</td>
<td>8.68E-05</td>
</tr>
<tr>
<td>0.0002</td>
<td>1.71E-05</td>
<td>0.004</td>
<td>8.68E-05</td>
<td>0.006</td>
<td>3.22E-04</td>
<td>0.008</td>
<td>1.14E-03</td>
<td>0.0017</td>
<td>0.0053</td>
<td>3.41E-04</td>
</tr>
<tr>
<td>0.0017</td>
<td>2.91E-05</td>
<td>0.0034</td>
<td>8.82E-05</td>
<td>0.005</td>
<td>3.41E-04</td>
<td>0.0067</td>
<td>8.69E-04</td>
<td>0.0017</td>
<td>0.0043</td>
<td>8.82E-05</td>
</tr>
</tbody>
</table>

Fig. 4. Figure shows that the amplitude of \( u(t) \) is not affected by the addition of \( u_1(t) \) and \( u_2(t) \), however the location of its zero at the half-period is changed. Here \( \sigma = 0.2 \) and \( \epsilon = 0.01 \).
and for a given value of $\lambda$, the upper bound on the number of possible odd-harmonic solutions depends on the value of the delay ($q$).

We now derive a leading order analytic expression for these odd harmonic solutions, by solving the corresponding transition layer equations near the first period-doubling bifurcation point of the logistic map [3]. To begin with, a $(2n+1)$th harmonic solution to (6) is assumed to have a period $[2/(2n+1)] + \delta_1 + \delta_2$; $n = 0, 1, 2, \ldots$. The $n = 0$ case corresponds to the SOPS whose functional forms are derived in the last section. We now assume,

$$U(t) = x(t); \quad V(t) = x\left(t - \frac{1}{2n+1} - \delta_1\right).$$

Substituting in (6) and using the periodicity of the waveform gives,

$$\epsilon U'(t) + U(t) = f(\lambda, V(t + (n + 1)\delta_1 + n\delta_2)); \quad n = 0, 1, 2, \ldots$$

$$\epsilon V'(t) + V(t) = f(\lambda, U(t + (n + 1)\delta_2 + n\delta_1)); \quad n = 0, 1, 2, \ldots$$

The same expansions, in terms of $(\sigma, \epsilon)$ are assumed for $\delta_1$ and $\delta_2$. Again changing the variable to $s = \sigma t/(\epsilon T)$ and assuming the same expansions for $u(s)$ and $v(s)$ in terms of $\sigma$, gives similar equations for $u_0, u_1$ and $v_1$, albeit with different coefficients. Thus,

$$u_0' + 2c_{10}(u_0 - u_0^2) = 0; \quad c_{10}(n) = \frac{2}{2n+1}; \quad n = 0, 1, 2, 3, \ldots$$

$$u_1' + 2c_{10}(1 - 3u_0^2)u_1 = -2(2c_{10}/3 + \gamma_2)u_0 + 4c_{10}u_0^2u_0 - c_{12}^2\eta^2$$

$$v_1' + 2c_{10}(1 - 3u_0^2)v_1 = -2(2c_{10}/3 + \gamma_2)v_0 + 4c_{10}u_0^2v_0 + c_{12}^2\eta^2.$$ 

Thus $u_0(t)$ is given by:

$$u_0(t) = \sqrt{1 - \eta} \sin\left(\frac{2}{2n+1}(\sqrt{1 + \eta})^{\frac{\sigma}{\epsilon T}} t, k\right); \quad k^2 = \frac{1 - \eta}{1 + \eta}.$$ 

The expression for the period is given by:

$$T = \frac{2}{2n+1} + \epsilon \left(\frac{2}{2n+1} + c_{12}^2\sigma^2 + O(\sigma^3)\right)$$

$$c_{12} = -\frac{8}{15(2n+1)} - \frac{12}{5(2n+1)} \eta^2 \left(K(k) - E(k)\right)$$

$$K(k) - \eta K(k)$$

and $\eta$ can be calculated by solving:

$$\frac{1}{2(2n+1)} \sqrt{1 + \eta} = K(k); \quad k^2 = \frac{1 - \eta}{1 + \eta}.$$ 

It is evident that the value of $\eta$ for the SOPS ($n = 0$), is equal to its value for the third harmonic ($n = 1$) solution if the ratio of $\sigma$ to $\epsilon$ is thrice its value for the SOPS. Thus for a given $\sigma$ and sufficiently small $\epsilon$, several odd harmonic solutions can exist simultaneously.

Next, the functional form of $u_0(t)$ as given in (62) is used as an initial function to integrate the original delay equation, using the spectral method outlined in Appendix B. We observe that such an initial function is not attracted to the corresponding odd harmonic solution, but instead settles to the corresponding SOPS. This implies that the odd harmonic solutions are not stable against small perturbations in the neighborhood of the first period-doubling bifurcation point of the map.

We measure the time of decay of these initial functions in terms of the number of intervals for which they survive, by measuring the number of zeroes of the derivative of the solution in a given interval. Fig. 6 shows the decay of an initial function consisting of 3 transition layers, expressed by the leading order approximation for the third harmonic solution, in a single initial time interval of length 1. The decay happens with two of the layers collapsing together. The right side of Fig. 6 plots log of the time of decay of the third harmonic as a function of $\sigma/\epsilon$, for three different values of $\sigma$. The time of decay increases exponentially as a function of $\sigma/\epsilon$, thus, for extremely small values of $\epsilon$, these initial functions can be very long lived. Since the lines for different values of $\sigma$ are almost parallel, one can write, 
$$T_{\text{decay}} = c_1(\sigma) \exp(c_2\sigma/\epsilon)$$ where $c_1$ and $c_2$ are constants and $c_1$ is dependent of $\sigma$.

5. Conclusion

In this paper, we have derived approximate analytic expressions for slowly oscillating periodic solutions of a singularly perturbed delay differential equation of logistic nonlinearity. These expressions, derived using a two-parameter perturbation expansion in terms of $\epsilon$, the ratio between the linear decay time ($\tau$) of the dependent variable and the delay time, and $\sigma$, which depends on the distance from the period-doubling bifurcation point of the underlying map, and the scaling $\epsilon = O(\sigma^2)$, match accurately with the corresponding numerical solutions. We were also able to derive accurate expressions for the period of these solutions. In particular, the calculation of first order correction to the leading order expression, explains the observed asymmetry of square-wave solutions mentioned in the introduction. In the distinguished limit, $\epsilon = O(\sigma^2)$, these solutions resemble square-waves, however, as $\epsilon$ approaches $\epsilon_0 = O(\sigma)$, the Hopf bifurcation value, they become sinusoidal. We found a close agreement between the analytic expressions and the numerical forms for the sinusoidal solutions as well. Further, we were able to demonstrate the gradual change in the amplitude of these solutions as they change their shape from sinusoidal to square, using the analytic expressions derived.

Erneux et al. [10] employ a modified Poincaré–Lindstedt method to solve the original delay equation (2). By using the scaling $\sigma = \Lambda \epsilon$, they track the bifurcation curve uniformly, with the parameter $\Lambda$ determining the character of the solutions from sinusoidal to square. However, in this treatment, the leading order equation changes if $\epsilon$ is of lesser order. By using the present scaling, $\epsilon = O(\sigma^2)$, we are able to give a unified treatment that remains qualitatively unchanged if $\epsilon$ is of any lesser order, including $\epsilon \to 0$ for $\sigma$ fixed. In fact, the nonlinear ODE for $u_0$ remains unchanged for all such limit processes, allowing us to introduce $\eta$ as an independent parameter, that can assume any value in the interval [0. 1].

By using the same perturbative approach, we have also derived analytic expressions for odd harmonic solutions of the delay equation, near the first period-doubling bifurcation point of the underlying map. We have then shown that these odd harmonic solutions are not stable against small perturbations. That is, if one integrates Eq. (6), starting with a leading order approximation for an odd harmonic solution, then while such a form can remain extremely long-lived for a very small value of $\epsilon$, the solution is driven away from the odd harmonic and eventually settles to the corresponding slowly oscillating periodic solution. While a logistic form of nonlinearity is taken as a prototype for this study, as shown in Appendix A, our treatment can be easily modified for a general form of nonlinearity such as the Ikeda model [17] and similar results can be obtained.

Numerical integration of the original delay equation was done using an accurate spectral algorithm [9,8]. The efficiency and accuracy of this scheme in obtaining stiff solutions of delay equations was checked by comparing it with the state-of-the-art time-stepping algorithm as outlined in Appendix B.

Uncited references
Appendix A. The case of a generic nonlinearity

The formula for the derivative of the analytic expressions for the SOPS to Eq. (6) can be modified easily to the case of Eq. (2) with a general nonlinearity:
\[ e \dot{x}(t) = -x(t) + f(x(t - \delta), \lambda), \quad t \geq 0 \]  
(A.1)
where it is assumed that the map \( f(x, \lambda) \) undergoes a period-doubling bifurcation at \( \lambda = \lambda_0 \) when \( x_0 = f(x_0, \lambda_0) \), the fixed point of the map, becomes unstable. The transition layer equations remain the same as defined in Eqs. (18) and (19):
\[ \dot{e}U(t) + U(t) = f(\lambda, V(t + \delta_1)) \]  
(A.2)
\[ \dot{e}V(t) + V(t) = f(\lambda, U(t + \delta_2)) \]  
(A.3)
except the "half-periods", \( 1 + \delta_1 \) and \( 1 + \delta_2 \) are defined as the time intervals between successive crossings of the solution with \( x_0 \), the unstable fixed point of the map. Again, \( \delta_1 \) and \( \delta_2 \) are assumed to have similar expansions in terms of \( \epsilon \) and \( \sigma = \sqrt{\lambda - \lambda_0} \). Next \( U(t) \) and \( V(t) \) are expanded in powers of \( \epsilon \) and \( \sigma \):
\[ U(t) = x_0 - [\sigma u_0(t) + \sigma^2 u_1(t) + O(\sigma^3)] \]  
\[ V(t) = x_0 + [\sigma v_0(t) + \sigma^2 v_1(t) + O(\sigma^3)] \]  

Transforming to \( s = \frac{t}{\epsilon} \), substituting the corresponding expansions in the transition layer equations and matching orders by using the scaling \( \epsilon \sim O(\sigma^2) \) gives the following equation for \( u_0(s) = v_0(s) \):
\[ \dot{u}_0''(s) + 4Au_0(s) - 4Bu_0'(s) = 0 \]  
(A.4)
where,
\[ A = -[f_{xx0} + 1] : \quad B = \left[ \frac{1}{2} f_{xx0} + \frac{1}{2} f_{xx0} \right] . \]  
(A.5)
Here, \( f_{xx0} = f_x(\lambda_0, x_0) \) and so on. Integral curves of (A.4) are given by:
\[ \frac{1}{2} u_0'' + 2Au_0 - Bu_0' = C. \]  
(A.6)
Choosing \( C = A^2(1 - \eta^2)/4B \) and following the arguments in Section 3, one finds that the solution is given by the Jacobi elliptic function:
\[ u_0(s) = \sqrt{A} \sqrt{(1 - \eta)sn} \left( \frac{A}{2}, 1 + \eta s, k \right) \]  
(A.7)
where, \( k \) is the modulus of the Jacobi elliptic functions. The equations for \( u_1(s) \) and \( v_1(s) \) are:
\[ u_1'' + 4(A + 3u_0^2)u_1 = -2 \left( c_20 + \frac{2A}{3} \right) u_0'' - 4Bu_0'u_0'' - D_1\eta^2 - D_2 \left( \frac{u_0''}{u_0} \right) \]  
\[ v_1'' + 4(A + 3u_0^2)v_1 = -2 \left( c_20 + \frac{2A}{3} \right) u_0'' - 4Bu_0'u_0'' + D_1\eta^2 + D_2 \left( \frac{u_0''}{u_0} \right) \]  
(A.8)
where
\[ D_1 = \frac{A^2 c_{10} f_{x0}}{4B} ; \quad D_2 = \frac{Af_{x0} - 2bf_{x0}}{4B} \],

which again can be solved, partly numerically and partly analytically. Expression for the period of the solution turns out to be
\[ T = 2 + \epsilon(2 + c_{12}\sigma^2 + O(\sigma^4)) ; \quad c_{12} = -\frac{2Ac_{10}}{15} - \frac{3A^2c_{10}}{5} \left( \frac{K(k) - E(k)}{E(k) - \eta K(k)} \right) \].

Appendix B. Numerical method

The numerical algorithm used for integrating singularly perturbed delay differential equations of the type considered in this article is an efficient and accurate spectral method developed by Coutsias et al. [9,8] to integrate ordinary differential equations with rational function coefficients. This section sketches the algorithm first [3] and then compares its accuracy, in obtaining periodic solutions to linear delay equations and square wave SOPS to singularly perturbed delay equations, with that of RADAR5, a Runge–Kutta algorithm [12].

The method of Coutsias et al. [9,8] basically achieves efficient approximate inversion of linear differential operators with rational function coefficients. It employs an expansion in terms of a large class of orthogonal polynomial families, including all the classical orthogonal polynomials. These families obey a simple 3-term recurrence relation for differentiation and, hence the problem reduces to solving such recurrence relations efficiently. Gautschi’s seminal paper on “Computational properties of three-term recurrence relations” [11] gives a comprehensive account of the use of such equations and describes the algorithm originally devised by J.C.P. Miller [1] for the computation of tables of the modified Bessel function for solving such recurrence relations. This algorithm, which uses the technique of backward recurrence is extremely accurate as shown by Olver [25].

The algorithm is very well suited for delay equations of the form:
\[ \dot{a}x(t) + bx(t) = f(x(t - r), \lambda) \].

(B.1)
When $x(t)$ is expanded in terms of a suitable orthogonal polynomial family over an interval of length $r$, the linear differential operator on the left hand side transforms to a tri-diagonal matrix operating on the mode-space coefficients of $x$. The right-hand side of the above equation, although nonlinear, is completely known as the solution for the previous interval of length $r$ is assumed known. Thus in the mode-space, Eq. (B.1) reduces to an inhomogeneous three term difference equation, which can be solved. Having obtained the solution on an interval say $[m, r(n+1)]$, the process can be repeated to obtain the solution on $[r(n+1), r(n+2)]$ by substituting the previously obtained solution in the right hand side of (B.1).

B.1. The algorithm

Here we sketch the key steps involved in this algorithm. We use the Chebyshev polynomials, $T_n(x)$, that are orthogonal on $[-1, 1]$ over the weight $(1-x^2)^{-1/2}$, for the expansions. Then solving the delay equation of the form (B.1), essentially reduces to solving the following ordinary difference equation
\[
\alpha(x(t)+x(t)) = f(t), \quad -1 \leq t \leq 1, x(-1) = x_0. \tag{B.2}
\]
Expanding each term of above equation in terms of Chebyshev polynomials gives,
\[
x(t) = \sum_{n=0}^{N} x_n^{(0)} T_n(t), \quad x'(t) = \sum_{n=0}^{N} x_n^{(1)} T_n(t), \quad f(t) = \sum_{n=0}^{N} f_n T_n(t).
\]
$N$, the resolution or the point of truncation in the sum above is decided by the level of accuracy required, which in turn is decided by the stiffness of the equation one wishes to solve. The spectral method determines the expansion coefficients directly, from which the solution can be computed at any point $t$ in the interval. Next we choose the Chebyshev grid for the points space, $t_m = \cos(m\pi/N)$, so that each expansion reduces to a cosine discrete Fourier transform, since $T_n(\cos(m\pi/N)) = \cos(n\pi m/N)$. Finally using a recurrence relation for the Chebyshev polynomials and the fact that they form a complete basis, one can obtain the following difference equation for the expansion coefficients $x_n^{(i)}$:
\[
c_n - 1 x_{n+1}^{(i)} + 2a_n x_n^{(i)} - x_{n-1}^{(i)} = c_{n-1} f_{n-1} - f_{n+1}, \quad n = 1, 2, \ldots, N
\]
where, $c_0 = 2, c_n = 1$ for $n = 1, 2, \ldots, N$ and $f_{N+1} = x_{N+1}^{(0)} = 0$. The homogeneous part of Eq. (B.3) is precisely the three-term recurrence relation obeyed by Bessel functions.

The solution to Eq. (B.3) can be written in terms of a homogeneous solution and a particular solution. The homogeneous solution is a linear combination of a minimal solution and a dominant solution denoted by $y_n$ and $Y_n$ respectively. They can be obtained by defining the ratios, $r_n = \frac{y_{n+1}}{y_n} \rightarrow 0$ and $R_n = \frac{Y_{n+1}}{Y_n} \rightarrow \infty$ as $n \rightarrow \infty$ and solving for them by writing the homogeneous form of (B.3) in terms of them:
\[
r_{n-1} = \frac{1}{2a_n + r_n}; \quad R_n = -2a_n + \frac{1}{R_{n-1}}. \tag{B.4}
\]
Thus $r_n$ can be obtained using a backwards recursion, by assuming $r_0 = 0$ for some $\nu > N$. By doing this, any error corresponding to triggering the dominant solution dies out quickly. Once all the ratios are found, the minimal solution can be obtained up to a normalising factor.

Since the dominant and the minimal solution should be linearly independent, the starting value $R_0$ for this forward recursion is determined by requiring that the vector $(Y_0, Y_1)$ be orthogonal to $(y_0, y_1)$, which leads to $R_0 = -1/r_0$.

Next, the full solution to (B.3) can be written in the form,
\[
x_n^{(0)} = z_n + A y_n; \quad n = 0, 1, \ldots, N. \tag{B.5}
\]
Here, $z_n = A_0 y_n + B_0 Y_n$ is the particular solution. Redundance in the determination of $A_n$ and $B_n$ allows one to rewrite Eq. (B.3) in terms of $u_n = A_n y_n$ and $v_n = B_n Y_n$ as [3],
\[
u_n = u_{n-1} f_{n-1} - r_n; \quad v_n = v_{n-1} R_{n-1} - r_n; \quad r_n = -\frac{f_n}{R_n - r_n}. \tag{B.6}
\]
$u_0$ can be chosen arbitrarily and $u_0$ could be determined. However, since its calculation involves $R_0$, $v_0$ must be found in a numerically stable manner by solving the recursion relation backwards by setting $v_0 = 0$, for the same $v$ as in the solution of $y_n$. Finally the constant $A$ in (B.5) is found using the initial condition,
\[
x_0 = \sum_{n=0}^{N} (-1)^n x_n^{(0)} \ldots T_n(-1) = (-1)^n. \tag{B.7}
\]
Upon obtaining $x^{(0)}$, the solution $x(t_r)$ is obtained by taking the inverse Fourier transform.

B.2. A comparison

Currently the numerical schemes used most often to integrate delay-differential equations involve standard time-stepping methods with adaptive stepsize control. This section compares the accuracy of the spectral method with that of RADARS, a fifth order Runge–Kutta method with adaptive step-size control [12,4], to integrate (a) linear delay equations, whose exact solutions are known and (b) stiff delay differential equations such as the singularly perturbed delay differential equation considered in this article.

becomes square-wave like when the errors in the numerical solutions (\(B.11\)) for the two sets of parameters mentioned above, obtained using the spectral scheme outlined above. Note that the integration is done in steps of the delay which is less than 1, hence the number of times the equation is integrated is over a million.

Table B.2 gives the errors in the numerical solutions \(x_1, x_2\) of Eq. \((B.8)\) for the two sets of parameters mentioned above, obtained using RADAR5 for different values of the relative tolerance. The maximum allowed step-size mentioned below is the optimal value for each tolerance, that balances the size of the error and the total number of function calculations.

### B.2.1. Linear delay equations

We consider the linear delay equations of the following form:

\[
\dot{x}(t) + \alpha x(t) + \beta x(t - r) = 0; \quad t \geq 0.
\]

\((B.8)\)

The following two choices of parameter values yield stable periodic solutions to this equation, such that the corresponding characteristic equation has exactly two purely imaginary roots while the other roots have negative real parts.

1. \(\alpha = -1, \beta = \sqrt{2}\) and \(r = \pi/4\). The general solution is a linear combination of \(\sin(t)\) and \(\cos(t)\). Specifically we solve the following equation with \(\sin(t)\) as a solution using both numerical schemes.

\[
\frac{dx_1}{dt} = x_1(t) - \sqrt{2}x_1 \left(t - \frac{\pi}{4}\right); \quad t \geq 0
\]

with, \(x_1(t) = \sin(t); t \in [-\pi/4, 0]\).

2. In the previous example, the period of the solution is \(2\pi\), which is commensurate with the delay. This restriction is taken out in this example by choosing \(\alpha = -1, \beta = \sqrt{3}\) and \(r = \tan^{-1}(\sqrt{3})/\sqrt{2}\). The general solution in this case is a linear combination of \(\sin(\sqrt{2}t)\) and \(\cos(\sqrt{2}t)\) and in particular \(\sin(\sqrt{2}t)\) is chosen for the computation.

\[
\frac{dx_2}{dt} = x_2(t) - \sqrt{3}x_2(t - r); \quad t \geq 0; \quad r = \tan^{-1}(\sqrt{2})/\sqrt{2}
\]

with, \(x_2(t) = \sin(\sqrt{2}t); t \in [-r, 0]\).

Table B.1 shows the error in the numerical solution of Eq. \((B.8)\) at \(t = 10^6\), obtained using the spectral scheme outlined above. Note that the integration is done in steps of the delay which is less than 1, hence the number of times the equation is integrated is over a million.

Table B.2 gives the errors in the numerical solutions \(x_1, x_2\) of Eq. \((B.8)\) for the two sets of parameters mentioned above, obtained using RADAR5 for different values of the relative tolerance. The maximum allowed step-size mentioned below is the optimal value for each tolerance, that balances the size of the error and the total number of function calculations.

### B.2.2. Singularly perturbed delay differential equation

Now we take the following singularly perturbed delay differential equation considered in this article

\[
\epsilon \dot{x}(t) = -x(t) + \lambda x(t - 1)(1 - x(t - 1))
\]

\((B.11)\)

and integrate it, using both the spectral method and RADAR5 for a million intervals. An asymptotic form of a slowly oscillating periodic solution over a single interval, obtained after integrating \((B.11)\) over 10 000 intervals using the spectral method, is used as the initial function for both methods. Then, for each method, we calculate the phase error, \(\Delta \Phi\), defined as:

\[
\Delta \Phi_\alpha = |\tau_n - \tau'_n|; \quad n = 1, 101, 201, \ldots
\]

\((B.12)\)

where \(\tau_n\) and \(\tau'_n\) are the values of every hundredth time instances at which the numerical solutions cross \(x_0\), the unstable fixed point of the map, and \(\tau'_n = t_1 + (n - 1)T/2\), with \(T\) being the asymptotic expression for the period of the solution given in \((44)\):

\[
T \approx 2 + 2\epsilon \left(1 - \frac{4}{15}\sigma^2 + O(\sigma^3)\right).
\]

\((B.13)\)

The slowly oscillating periodic solution of Eq. \((B.11)\) becomes square-wave like when \(\epsilon = O(\sigma^2)\) or smaller. Hence the transition layers in the solution become sharper and hence the solution becomes stiffer as \(\epsilon\) decreases. Since the asymptotic expression for the period is known only \(\text{up}^\text{d}\) to \(O(\sigma^3)\), an inherent, minimum phase error of \(O(\epsilon \sigma^3)\) is introduced over each cycle in these computations.
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Fig. B.1. Plot of the phase error in the integration of Eq. (8.11) by RADAR5 and the spectral method. Here \( \sigma = 0.01 \) and \( \tau = 5.0 \times 10^{-4} \) for the left figure and \( \tau = 1.0 \times 10^{-4} \) for the right one. The solid red curve, \( \epsilon \sigma^4 t \), is shown for comparison. The spectral method tracks the phase almost exactly; the error is of the same order as the error in the analytical formula itself.

Fig. B.1 shows the comparison plots of the phase error obtained by the spectral method and RADAR5 for \( \tau = 5.0 \times 10^{-4} \) and \( 1.0 \times 10^{-4} \) with \( \sigma = 0.01 \). The resolution for the spectral method, in both cases was 8192. A maximum stepsize of \( 1.0 \times 10^{-5} \) was set for RADAR5 and a dense output obtained at an interval of size \( 1.0 \times 10^{-5} \) was used to find the values of \( t_n \). As the figure shows, the spectral method tracks the phase of the SOPS almost exactly, hence, the error is of the same order as the error in the analytical formula itself. The phase error calculated by RADAR5 fluctuates and the difference between \( t_n \) and \( \tilde{t}_n \) changes sign which causes the spikes observed in the figure. Hence, it is the maxima that give an estimate of the error bar associated with that calculation.

Appendix C. Numerical algorithm to calculate \( u_{1c} \)

Here, we give the numerical algorithm we use to calculate \( u_{1c} \) by integrating equation (47) which is of the form:

\[
y''(t) + f(t)y(t) = g(t) \tag{C.1}
\]

where \( f(s) \) and \( g(s) \) are periodic functions of \( t \) of known period \( T \). We solve this equation on \([0, T]\) in MATLAB using the following steps:

1. Since the differential operator in this case consists of periodic coefficients, we use Fourier transform on a equally spaced grid over the period \( T \):

\[
f(t_l) = \frac{1}{N} \sum_{m=-N/2}^{N/2-1} \hat{f}_m e^{2\pi ilm/N}; \quad g(t_l) = \frac{1}{N} \sum_{m=-N/2}^{N/2-1} \hat{g}_m e^{2\pi ilm/N} \tag{C.2}
\]

2. and,

\[
y(t_l) = \frac{1}{N} \sum_{m=-N/2}^{N/2-1} \hat{y}_m e^{2\pi ilm/N}; \quad t_l = \frac{1}{N} l T; \quad l = 0, 1, \ldots, N - 1. \tag{C.3}
\]

3. Multiplying \( f \) and \( y \) gives a convolution matrix, which is a \((2N-1) \times N\) matrix of Fourier coefficients of \( f(t) \) and acts on a column vector of \( \hat{y}_m \)'s of length \( N \). Further, in the mode space \( y'' \) can be represented as a \((N \times N)\) diagonal matrix \( \hat{D} \) and \( g(t) \) is represented by a column vector of \( \hat{g}_m \)'s of length \( N \). We crop the convolution matrix so as to form a \((N \times N)\) toeplitz matrix \( \hat{C} \) to write the equation:

\[
\begin{bmatrix}
-4\pi^2 T^2 \hat{D} + \frac{\hat{C}}{N}
\end{bmatrix} \hat{Y} = \hat{G}. \tag{C.4}
\]

Here, the coefficients in the column vector \( \hat{Y} \) and \( \hat{G} \) are re-ordered to be consistent with \( \hat{C} \).

4. Next, we use the initial condition \( y(0) = a \):

\[
\frac{1}{N} \sum_{m=-N/2}^{N/2-1} \hat{y}_m = a. \tag{C.5}
\]

Thus we add a row of ones to the square matrix on the left hand side of Eq. (C.4), and add the entry \( a \) to the column on the right hand side.

5. Finally, we solve the resulting matrix equation of the form \( AX = B \) where \( A \) is \((N + 1) \times N\) and \( B \) is a column vector with \( N \) components, by using the "mldivide" function or the "/" operator in MATLAB. \( X = A \backslash B \) is the solution in the least square sense to the under- or overdetermined system of equations \( AX = B \). In other words, \( X \) minimizes the \( \text{norm}(A \times X - B) \), the length of the vector \( AX - B \).
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